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Abstract—One of the pillars of the 5G architecture is network
slicing, in which hardware, radio, and power resources are virtu-
alized as a logical network taking into account the requirements of
diverse applications. While ensuring performance isolation among
different slices, resource allocation in 5G Radio Access Networks
(RANs) is associated with different challenges due to network
dynamics and the different applications’ requirements. In this
paper, we have considered the allocation of power and radio re-
sources to rate-based as well as resource-based users. We propose
an energy-efficient deep reinforcement learning-assisted resource
allocation (EE-DRL-RA) method for RAN slicing in 5G networks.
The main idea of the proposed method is to exploit a collaborative
learning framework that includes deep reinforcement learning
(DRL) and deep learning (DL) to decide on resource allocation in
the RAN. Specifically, we use DL for decision-making on resource
allocation on a large time-scale and DRL for decision-making
on resource allocation on a small time-scale. The asynchronous
advantage actor-critic (A3C) and the stacked and bidirectional
long-short-term-memory (SBiLSTM) network are used as DRL
and supervised DL methods, respectively. Furthermore, we deter-
mine the optimal power and resource blocks (RBs) for rate-based
users by formulating the energy-efficient power allocation (EE-PA)
problem as a non-convex optimization problem and solve it by an
efficient iterative algorithm. Our proposed approach is unique in
that it simultaneously allocates power and RBs while ensuring slice
isolation with low computational and time complexity. Simulation
results show that EE-DRL-RA yields better performance compared
to a state-of-the-art published method in terms of convergence
speed, computational complexity, energy efficiency, and the num-
ber of accepted users as well as the degree of inter-slice isolation.

Index Terms—Network slicing, 5G, reinforcement learning, deep
learning, A3C, LSTM, power allocation, RAN slicing.

I. INTRODUCTION

THE fifth generation of mobile technology (5G) is intro-
duced to address the commercial requirements of infras-

tructure service providers and the demands of users in 2020
and beyond. As envisaged in [1], its economic value will grow
to more than $12.3 trillion by 2035. 5G enables a new type of
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end-to-end network that can realize a fully mobile and connected
society.

The 5G system supports diverse new use cases with different
requirements. Typically, it can be divided into three types:
enhanced mobile broadband connectivity (eMBB), massive
machine-type communications (mMTC), and ultra-reliable low
latency communications (uRLLC) [2]. mMTC and uRLLC have
very different requirements compared to eMBB. The mMTC
applications are characterized by a massive number of devices,
low volume data transmissions, delay tolerance, and low power
consumption [3]. Different from mMTC, uRLLC applications
require higher throughput and low latency for real-time interac-
tion. eMBB applications are characterized by higher capacity,
high data rates, and higher user mobility across a wide coverage
area. Nowadays, due to tremendous growth in the number of
users, the density of traffic, various applications, and business
models we need a network that provides better performance with
larger connectivity density, much higher throughput, much lower
latency, higher mobility range, and ultra-high reliability with
regard to security, trust, and privacy compared to the current
network [4].

Network slicing is introduced as one of the key technologies
of 5G that takes advantage of enablers such as network vir-
tualization, mobile edge computing, and software-defined net-
works, and provides various network services according to users’
needs [5]. Each slice is able to independently adjust network
functions and allocate the corresponding network resources with
regard to the needs of commercial scenarios and traffic models,
improving flexibility, reliability, and robustness in the whole net-
work [4]. Network slicing can divide a shared physical network
into multiple logical virtual networks, to optimize the allocation
of various resources and to appropriately support different users
of different services. It is considered as a logical end-to-end
network that can flexibly provide one or more network services
according to the slice requirements. Each network slice guaran-
tees dedicated resources such as virtual computational resources,
resource blocks (RBs), network bandwidth, and transmission
power for each user in the slice. As the slices are isolated from
each other, disruption of a slice does not affect the functionality
of other slices [6].

A network slice includes a radio access network (RAN) and
a core network (CN). So far, the slicing of 5G core networks
has been extensively investigated, but relatively little emphasis
has been placed on RAN slicing. Resource scheduling is one
key issue in RAN slicing. The limited resources must be allo-
cated to different users with various quality of service (QoS)
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requirements with regard to changes in the traffic and network
state dynamics. Compared to core network slicing, resource
scheduling in RAN slicing is much more challenging, consider-
ing the radio channel conditions and user mobility [7].

In this paper, we propose a distributed resource allocation
algorithm to allocate power and RBs to each user in a real-time
manner. Due to time-varying channel conditions, we allocate
power and RBs by considering energy efficiency for each user in
each slice. In the proposed energy-efficient deep reinforcement
learning assisted resource allocation (EE-DRL-RA) method,
both deep reinforcement learning (DRL) and deep learning (DL)
work together in a collaborative manner, to address the resource
allocation for both small and large timescales. In summary,
we use the stacked and bidirectional long-short-term-memory
(SBiLSTM) method as a supervised DL method to predict data
traffic based on traffic patterns and allocate resources to RAN
slices on a large time-scale. The accuracy of SBiLSTM depends
on the amount of input data, so for dealing with unexpected
changes in traffic and inaccurate predictions a distributed frame-
work based on the asynchronous advantage actor-critic (A3C)
method is used to allocate resources on a small time-scale.
Compared to SBiLSTM, online DRL does not require as much
data to make decisions and to respond to changes in the dy-
namic environment quickly. As more data becomes available
over time, learning progresses and the algorithms (DRL and
DL) will become more accurate. Furthermore, we propose the
EE-PA method for determining the amount of required power
and RBs to rate-based users, which reduces the power consump-
tion, increases the number of accepted users and maximizes
energy efficiency. The main contribution in this paper and some
advantages of the proposed method are summarized as follows:
� The EE-DRL-RA method is a powerful and accurate re-

source allocation algorithm to allocate power and RBs
using DRL and DL. It employs a distributed framework
based on the A3C method [8], which is model-free and
robust to unexpected changes in the environment.

� The EE-DRL-RA method employs the stacked and bidi-
rectional LSTM (SBiLSTM), which has a higher accuracy
than the traditional LSTM, to predict the required resources
for each slice on a large time-scale. We also use one shared
SBiLSTM between the identical slices in several A3C
blocks, which improves the accuracy of SBiLSTM and
achieves faster convergence by using more input data.

� The EE-DRL-RA method employs the EE-PA method,
which is proposed for determining RBs and power to rate-
based users. The problem of the resource determination in
rate-based slices with considering energy efficiency, trans-
mission rate, transmission power, and channel conditions
is a non-convex optimization problem.
Therefore, we have used an iterative algorithm with fast
convergence speed, based on the gradient descent method,
to solve the problem.

� The complexity of the proposed distributed algorithm does
not depend on the network size (number of slices, actors,
and critics). The parallel processing of the A3C algorithm
allows us to decide resource allocations independently for
each slice. Also, due to the isolation of each slice, each slice

can be removed or added without affecting other slices. As
a result, EE-DRL-RA offers a good degree of scalability
and can be applied to real-life scenarios in terms of time
complexity and computational cost.

The organization of the rest of this paper is as follows. In Sec-
tion II, network slicing approaches are reviewed and the related
work is summarized. Section III presents the system model of
the proposed method. In Section IV, the problem definition and
formulation of resource allocation for RAN slicing is proposed
as optimization problems. We present the system architecture
of the EE-DRL-RA method using SBiLSTM, A3C, and EE-PA
methods in Section V. Then, the simulation results are provided
in Section VI and finally, Section VII concludes the paper.

II. RELATED WORK

In this section, we review the previous work on resource
allocation in RAN. Recently, machine learning (ML) has been
considered as an approach for slicing in 5G-RAN, whereas most
previous RAN slicing proposals use non-ML approaches. In this
section, we have mainly concentrated on resource allocation
methods based on machine learning in network slicing.

Many proposals do not consider isolation and smart power
allocation. Furthermore, some proposed methods have high
computational complexity. In [9], an online network slicing
solution based on the multi-armed bandit model was presented
to maximize network slicing efficiency by accepting requests
above the available capacity of the network. Some articles have
used online Q-Learning algorithms to manage and distribute
radio resources between different slices [8]. In online methods,
such as SARSA and online Q-Learning, the estimated value of
a policy is used in the environment immediately. This may lead
to poor or unacceptable decisions that can disrupt the operation
of the system. To avoid this, in [10], an offline Q-Learning was
presented for allocating resources to users of eMBB and vehicle-
to-vehicle (V2V) services in both uplink (UL) and downlink
(DL) channels. In this method, a heuristic algorithm is proposed
to allocate RBs to different slices, aiming to maximize the re-
source utilization while satisfying the requirements of the traffic
of each RAN slice. Also, a softmax decision-making is used to
select the best action, which can trade-off between exploration
and exploitation rather than the ′′ε−Greedy′′ method. In [11],
the authors have proposed an admission control algorithm to
network slicing. However, the proposed learning algorithm is
an offline approach, which is not suitable for a 5G environment
that is constantly changing. In [12], the authors presented an
economic model to maximize the overall profit of the network
by using a decision-making strategy based on the continuous-
action-based Actor-Critic (AC) method for the admission control
problem. However, the proposed method is not demand-driven
and requires a thorough knowledge of incoming request statis-
tics, so this method is impractical in real environments. To tackle
this issue, in [13], a neural network has been used to estimate the
Q-value, which is the expected future reward, and increases the
convergence rate. Although the proposed method can be adapted
to changes in the environment, it is practically impossible to use
this method due to its scalability problem in conditions where
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the state space is huge. In [14], multi-agent RL was used to solve
the multi-radio access technology problem. Their results show
that RL performs better in a time-varying network environment
than other solutions. In [15], a deep RL-based method for the
resource allocation between the slices was presented using two
neural networks to accurately estimate the Q-value and select
the best action. In [16], a method called DNAF is presented that
uses deterministic policy gradient descent (DPGD) to prevent
unnecessary calculations of Q values. Besides, DPGD only
performs in a continuous action space, so the proposed method
uses k-nearest-neighbor (kNN) to find the nearest action in
the continuous space to prevent the recalculation of Q values.
In [17], a deep intent-based network slicing system was designed
to slice and manage the core network and RAN resources.
In [18], a resource allocation method based on deep dueling
Q-learning was introduced to allocate spectrum, computing, and
storage resources to various users. Deep dueling Q-learning does
not update the Q-value for unnecessary actions, which achieves
the optimal policy faster than the conventional Q-learning al-
gorithm. In [19], a deep distributed Q network (DDQN) based
on the generative adversarial network (GAN) was proposed to
improve the quality of experience (QoE) and spectral efficiency
(SE) of users in each slice.

In [7], an intelligent resource planning scheduling (iRSS)
for RAN slicing was proposed by combining deep learning
for decision making on a large time-scale and reinforcement
learning for decision making on a small time-scale to guarantee
isolation of the slices. In this paper, long short-term memory
(LSTM) and A3C are used to predict the required RBs on a
large time-scale in RAN slices and allocate the RB on a small
time-scale dynamically, respectively. In this paper, it is assumed
that the allocated power to users is constant, and the channel
condition is not considered in the resource allocation. Using
distributed and parallel A3C in the method has reduced the time
and computational complexity.

Other proposals provide isolation but still suffer from high
time and computational complexity while still ignoring power
allocation. The authors in [20] proposed a model based on the
advantage actor-critic (A2C) algorithm and LSTM to improve
system performance for mobile users. In this method, RBs are
allocated based on the channel condition and the level of quality
of service (QoS) of users. In [21], a policy for bandwidth-
greedy communication services was proposed that solves the
optimization problem by using MDP while guaranteeing QoS
requirements and slice isolation. In [22], a Markovian approach
was designed for resource allocation in multi-tenant scenarios
with various guaranteed bit rate services with regard to the
admission control policy.

Another group of proposals addresses the power allocation
and energy efficiency problems but does not provide slice iso-
lation. In [23], the resource allocation problem was solved by
discrete-action-based Q-learning. In [24], a federated learning
model was introduced that incorporates actor-critic (AC) to
power allocation. Federated learning trains a shared network
model across many participating edge devices while keeping all
the training data locally. In this method, the actor network is used

Fig. 1. Network Slicing Model.

for sharing weights and gradients between the shared network
model and edge devices.

Some proposals have high time and computational complexity
and ignore the energy efficiency while allocating power. In [25],
a multi-agent reinforcement learning solution using a deep
Q-network was proposed to share the spectral resources and
allocate the power to V2V users in RAN. In [26], a method called
SDR was proposed which uses RL to increase the throughput
and reduce the power consumption and transmission power for
devices and adjusts the coding and modulation. In [27], a dy-
namic virtual resource allocation scheme in RAN was proposed
for eMBB, uRLLC, and mMTC communications with regard
to QoS. To address sub-channel allocation and power control,
a joint optimization problem as a continuous MDP problem.
In [28], a RAN slice selection mechanism was introduced con-
sidering transmission rate, delay, and blocking rate and solved
by dynamic programming. In [29], a slice-based virtual resource
scheduling scheme for eMBB and uRLLC was proposed to
maximize the total user rate. Power allocation and subcarrier
allocation are formulated as a constrained MDP problem based
on policy gradient AC learning.

To the best of our knowledge, the presented algorithms until
now have not allocated power and RB resources simultaneously
(considering the isolation of each slice and channel conditions).
Many of them are not practically feasible in terms of scalability,
time complexity and computational cost. Therefore, in this pa-
per, we propose an energy-efficient deep reinforcement learning
assisted resource allocation (EE-DRL-RA) method to allocate
power and spectrum resources in RAN according to the channel
conditions while ensuring the isolation of each slice.

III. SYSTEM MODEL

As shown in Fig. 1, we study a system where multiple virtual
networks (slices) are overlaid on top of the shared physical
network infrastructure. We consider the RAN to be a set of
N base stations located in a geographical area, where RBs and
power resources form a resource pool. It is assumed that channel
state information (CSI), which is exchanged between BSs, can
be perfectly known by the central unit (resource allocation
algorithm) [30]. Imperfect CSI leads to an improper transmis-
sion power allocation which negatively affects the spectral and
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energy efficiencies as well as the number of allocated resources
for rate-based users. However, the existence of robust channel
estimation methods helps us to have near-perfect CSI. Also, the
overhead caused by CSI exchange and control signals is negli-
gible compared to the resources used for data exchange [30].

We consider transmission power and RBs allocation in each
RAN. Let M be the set of slices that share the RAN, and
Um,m ∈M be the set of users belonging to slice m. Also, the
allocated resources to users in each slice are exclusive until they
are released. We consider a sharing account book to record and
share some important information among slices (i.e., states of
the system, slices), and each slice can modify and maintain this
account book.

In this paper, two types of resource requests have been con-
sidered:

1) resource-based requests in which the amount of required
resources are previously specified and fixed, and

2) rate-based requests in which the amount of required re-
sources depends on the transmission rate of a user and can
vary.

Specifically, the resources are allocated to resource-based
users according to given resource requirement (RBs and power)
while the resources are allocated to rate-based users based on
guaranteeing a minimum transmission rate and maximizing
energy efficiency. We denote by MI ⊂M the resource-based
slices and by MII ⊂M the rate-based slices. Also, arrival
and departure rates of users in slice m are represented by
λ[m] and μ[m] respectively. Let the specification of slice m,
m ∈M be represented by a three-tuple {rm(t), hm(t), T th

m }
at time t, where rm(t) is the allocated amount of RBs, hm(t)
is the required amount of RBs and T th

m is the minimum re-
quired duration to guarantee isolation. As shown in Fig. 1,
users of various slices enter the system with arrival rates λ[m]
and resources are allocated based on the type of slices (i.e.,
resource-based or rate-based). As mentioned earlier, it is as-
sumed that resource-based users have a fixed amount of required
power and RBs, and for rate-based users, the EE-PA method
is used to determine the amount of required power and RBs
based on channel conditions and transmission rate. Channel
gain coefficients change in time-varying channels, hence, con-
sidering fixed transmission power cannot guarantee the QoS of
users. Indeed, a low transmission power value may increase
the outage probability. The simple solution is to consider the
maximum available transmission power, but it increases the
power consumption which in turn increases the interference level
and operational costs of network providers. Hence, we should
consider the energy efficiency over time-varying channels to set
the optimum power level in an adaptive manner such that the user
QoS requirements are satisfied. In Fig. 1, Pm,u(t) and hm,u(t)
represent the amount of required power and RBs for user u in
slice m. The proposed SBiLSTM+A3C method determines the
amount of required power and RBs. The path loss of the link
between transmitter and receiver isL(dB) = 10nlog10(d) + C,
wheren represents the path loss exponent, d denotes the distance
between the transmitter and the receiver in meter, and C is a
constant. The notations and symbols used throughout the paper
are summarized in Table I.

TABLE I
NOTATION AND SYMBOL DEFINITIONS

IV. PROBLEM DEFINITION AND FORMULATION OF RESOURCE

ALLOCATION

To realize how resources are allocated in our model, let us first
consider the concept of isolation of each slice. The isolation of
each slice means that the allocated resources to each slice do
not change over a specific period of time. To ensure the quality
of service, a degree of isolation must be enforced to each slice
so that the traffic load variation in a slice does not affect the
other slices. To this end, we must reserve resources for future
users of each slice over a specific period of time to avoid frequent
reconfiguration of the resources of each slice. Accordingly, each
slice possesses part of the total resources (Θ) exclusively for a
certain period of time but can use residual resources if more
resources are needed.

We have considered two time-scales, small and large, for
allocating resources. On a small time-scale, decisions are made
about whether or not to accept users in each slice. On a large
time-scale, it is decided to allocate resources to each slice over
a specific period of time. The amount of allocated resources
to each slice on the large time-scale has a direct effect on the
isolation of each slice. We consider a large time-scale as a
prediction window (PW) that includes several small time-steps.
Specifically, the resource allocation on a large time-scale is
performed at the beginning of the next PW, and the resource
allocation on a small time-scale at every time-step. Note that
the length of PW and time-steps can be dynamically adjusted
according to the specific requirements of slices of the mobile
networks, i.e., 5G new radio (NR) features.

In Fig. 2, we show how to allocate resources to three slices
in a typical scenario. In t < ω, the values of rm(t) and hm(t)
are equal in each slice because the resources are allocated to
the slice according to its requirements. In these circumstances,
the allocated resources of each slice need to be reconfigured
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Fig. 2. RAN resource allocation to the slices on small and large timescales.

frequently to meet the requirements of users. So, the isolation of
each slice is violated frequently. To ensure the isolation of each
slice, the allocated resources to each slice must be estimated
in the next PW. To this end, at the beginning of PW2, the
allocated resources to each slice are estimated using the previous
data. Obviously, each slice can use residual resources if the
allocated resources are underestimated. For ω < t ≤ ω + PW
the value of rm(t) will not be less than the predicted resources
until the allocated resources to each slice are reconfigured at
the beginning of PW3 at time ω + PW . In the following, we
formulate the resource allocation problem in the form of three
problems at both the large and small time-scale.

Problem 1: The resource allocation on a large time-scale
is performed by minimizing the mean-square-error (MSE) be-
tween the predicted value r̄m(t) and the actual allocated resource
amount rm(t), which is expressed as follows.

arg minr̄m(t)

1
T�

T�∑
t=1

|rm(t)− r̄m(t)|2 , ∀m ∈M (1a)

s.t.

M∑
m=1

r̄m(t) ≤ Θ (1b)

where Θ is the total of all the RBs. Therefore, we may encounter
two scenarios in the real-time resource allocation derived from
problem (1): (a) if the amount of required resources rm(t)
is more than the amount of predicted resources r̄m(t), i.e.,
rm(t) > r̄m(t), then slice m may be required to ask for more
resources from the residual resource. (b) If rm(t) ≤ r̄m(t), then
the allocated resources to the slice remain unchanged (until it
may change in the next PW) for a long time to guarantee slice
isolation.

Problem 2: To deal with unpredictable traffic changes on a
large time-scale, we present on-line resource allocation on a
small time-scale that aims at allocating the minimum amount of
resources to users in each slice while guaranteeing the required
isolation of each slice. Due to frequent requests for resource
allocation in each slice, reconfiguration of the resources of each
slice imposes additional overhead on the system and degrades
the performance of the slices, therefore, a certain degree of
isolation must be maintained. To this end, suppose Dm(t) =
|rm(t)− rm(t− τ)| be the difference between the amount of

resources before and after reconfiguration of the resources for
slicem during t− τ to t, andΩm(Dm(t) = 0) be a counter used
to count the number of time steps that the amount of rm(t) has
not changed. Thus, the formulation of on-line resource allocation
on small time-scale can be expressed as follows:

min rm,u(t), ∀m ∈M (2a)

s.t.

M∑
m=1

rm,u(t) ≤ Θ, ∀u ∈ U (2b)

rm,u(t) ≥ hm,u(t) (2c)

Ωm(Dm(t) = 0) ≥ T th
m (2d)

where T th
m denotes the minimum duration to ensure isolation

for slice m, hm,u(t) is the amount of the required RBs for user
u in slice m at time t, and rm,u(t) is the amount of allocated
RBs to the accepted user u in slice m at time t. Specifically,
for rate-based slices, hm,u(t) of a user u can vary according to
the signal-to-noise ratio (SNR) and the required transmission
rate Rth

m , which is calculated according to the Shannon–Hartley
theorem. Therefore, for rate-based slices, hm,u(t) of a user u at
time step t can be approximated as:

hm,u(t) =
Rth

m

wrb× log2

(
1 +

Pm,u(t)×G2
m,u(t)

N0

)

� Rth
m

wrb× log2

(
1 +

Pmax×G2
m,u(t)

N0

) (3)

where Gm,u(t) represents the time-varying Rayleigh fading
channel gain of the transmission, which includes the effects
of path loss L(dB) and Rayleigh fading fm,u(t), and equals
Gm,u(t) = fm,u(t)/L(dB) [31]. Pm,u(t) represents the down-
link transmission power between a user’s device and the base
station, N0 represents the variance of Additive White Gaussian
Noise (AWGN) of power and wrb is the bandwidth of the RB.
Also, the inequality demonstrates that the minimum number
of RBs is needed when the BS transmits with the maximum
transmit power.

Problem 3: Given that the power Pm,u(t) and the number
of required RBs hm,u(t) are fixed to users in resource-based
slices, we formulate the resource determination problem to rate-
based users as follows, which aims at maximizing the energy
efficiency while considering the transmission rate of the user,
RBs allocation, and transmission power constraints:

arg maxNm,u(t),Pm,u(t)

(
ηEE =

ηSE

P ′total

=
log2(1 + Pm,u(t)×Xm,u(t))

Pcircuit + Pm,u(t)

)
(4a)

s.t Nm,u(t)× wrb× log2(1 + Pm,u(t)×
Xm,u(t)) � Rth

m , ∀m ∈MII (4b)

0 � Pm,u(t) � Pmax, ∀m ∈MII (4c)

1 � Nm,u(t) � Nrm(t) +NΘs
(t), ∀m ∈MII (4d)
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Fig. 3. EE-DRL-RA Components.

where Xm,u(t) is equal to G2
m,u(t)/N0, Nrm(t) is the number

of remaining allocated RBs to the slice m, NΘs
(t) is the number

of residual RBs and Pcircuit is the circuit power. The optimal
answer is obtained when we reach the maximum energy effi-
ciency with a minimum of transmission power and number of
RBs.

Problems 1, 2 and 3 are a variant of the multiple-choice
dimension knapsack problem, which is equivalent to an NP-hard
problem [7], therefore, they are not tractable and solvable in a
real-time manner. Given that it is infeasible to apply static op-
timization techniques to solve these problems. Thus, to address
Problems 1 and 2, we use machine-learning techniques. Also, we
use a gradient descent method to solve Problem 3. Overall, the
EE-DRL-RA method is proposed to solve Problems 1, 2, and 3.

V. PROPOSED SOLUTIONS

To address the aforementioned resource allocation problems,
we have proposed a distributed method called EE-DRL-RA in
which a distributed A3C algorithm and SBiLSTM are used for
resource allocation to users on a small time-scale and on a large
time-scale, respectively. The EE-DRL-RA architecture consists
of the following components (Fig. 3):
� Parallel A3C blocks (boxes with green dashed lines): To

efficiently explore system state space, multiple parallel
A3C blocks (boxes with green dashed lines) are used. Each
A3C block involves the parallel execution of ACs from the
RAN for the set of slices, which is executed independently
of the other A3C blocks. Thus, the global AC algorithm
converges faster than when working with only one A3C
block.

� Parallel ACs for the set of slices in each block: In the
A3C algorithm, each slice is considered as an AC that
independently decides on resource allocation to its users.

� Shared account book for each A3C block: To share the in-
formation among slices, each slice writes its own informa-
tion in the shared account book of its block every time-step.
It should be noted that resource allocation information of
each slice at every time-step over the PW is stored and

Fig. 4. SBiLSTM Architecture .

used at the end of PW to estimate the allocated resources
for each slice in the next PW.

� EE-PA for determining the required power and RBs to rate-
base users: Given that the required resources for resource-
based users is fixed, we propose an iterative method based
on gradient descent called EE-PA for determining the
required resources to rate-base users.

� Shared SBiLSTM model for slice m in all A3C blocks: The
EE-DRL-RA method uses a shared SBiLSTM for slice m
in all A3C blocks. Therefore, using more input data will
improve the accuracy of our LSTM model and results in a
faster convergence.

� Global AC: To improve decision making in the global AC,
each AC updates the global AC information at the end of
each episode asynchronously.

A. Large Time-Scale Prediction

In Problem 1 in Section IV, our objective is to find r̄m(t) for
the next PW that minimizes the MSE value for the predicted
values at each prediction time using the collected rm(t) values
from the previous and current PWs. To address this issue, we
have used Long-Short-Term-Memory (LSTM). LSTM is a type
of recurrent neural network that has the ability to learn the
dependency of a series of sequential data to predict a time series
problem. In EE-DRL-RA, LSTM is used to estimate the volume
of required resources for each slice in the next PW on a large
time-scale. Compared to method [7], which uses conventional
LSTM, we have used the stacked and bidirectional LSTM
(SBiLSTM) method in this paper. The stacked LSTM method
uses multiple LSTM layers stacked on top of another, which
increases the predicted output accuracy [32]. In the bidirectional
method, the LSTM model can learn the input sequence both
forward and backward, and concatenate both interpretations,
achieving accurate predictions [33]. Fig. 4 shows an example of
the structure of the layers in stacked and bi-directional LSTM
(SBiLSTM) that contains two stacked layers with BiLSTM in
three consecutive time steps. As shown, the forward layer output

Authorized licensed use limited to: Carleton University. Downloaded on January 24,2022 at 16:32:23 UTC from IEEE Xplore.  Restrictions apply. 



862 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 71, NO. 1, JANUARY 2022

sequence,
−→
at , is iteratively calculated using inputs in a sequence

from time 1 to time t− 1, while the backward layer output

sequence,
←−
at , is calculated using the inputs from the end of

the sequence to time t+ 1 [34].
Specifically, the actual required resources (hm(t)) for each

slice at each time step from the previous and current PWs are
collected as the LSTM input data that is shown by Dinput,m =
{hm(t− 2PW ), . . . , hm(t− PW ), . . . , hm(t)}. The input
data is used to predict the allocated resources of the slice m
at each time-step in the next PW.

The slice isolation in this scheme depends on the con-
fidence level χ. Let Ypredicted,m = {ym(t+ 1), . . . , ym(t+
PW )} denote the predicted allocated resources of the slice
m in the next PW. The sample mean and standard deviation
of Ypredicted,m are ȳm = 1

PW

∑PW
k=1 ym(t+ k) and σ(ym) =√

1
PW

∑PW
k=1 (ym(t+ k)− ȳm)2, respectively. The confidence

level χ has a value between 0 and 1 and can be dynam-
ically adjusted for each slice during the simulation. There-
fore, the confidence interval can be calculated using rm(t) ∈
ȳm ± z (1−χ)

2
.σ(ym)√

PW
, t ∈ [t, t+ T�] that determines the amount

of allocated resources (rm(t)) for the slice m in the next PW.
Given that the predicted values can be associated with the error,
to ensure the quality of service, slice isolation, and traffic service
level agreement (SLA), the upper bound value of the prediction
interval is used to allocate resources for slice m in the next PW.

B. Small Time-Scale Prediction

In Problem 2in Section IV, our objective is to allocate the
minimum rm,u(t) for users in each slice subject to constraints
(2b), (2c) and (2d) on a small time-scale. The resource allocation
problem is defined as a Markov Decision Process (MDP) and is
solved by the A3C algorithm as a deep RL algorithm. It has been
reported in many state-of-the-art works that the A3C algorithm
outperforms conventional RL methods such as Q-learning, value
iteration, etc., especially when state or action space is infinite [8].

The problem is defined as an MDP model with a five-tuple
{S,A,R,Π, γ} where S represents the state space to describe
the system environment, A represents the action space, R rep-
resents the cost function used to measure the quality of the
decision, let Π be a set policy, and γ denotes the discount factor.
Remark that in the MDP model, the transition probability from
one state to another is determined once an action is entertained,
which can be denoted as

Pr(s′|s, a) =
{

1, ifs′ = s(t+ 1)

0, otherwise
(5)

The shared state between the slices is defined as Φs(t) =
{UMI

(t), UMII
(t), hMII

(t), rM (t),Θ(t), Ptotal(t)} at time t
and the state space sm(t) for each slice at time t is represented
by a set of {m,Um(t), hm(t), rm(t),Θ(t) , Ptotal(t)} where m
denotes the slice ID. In this decentralized method, each slice
can decide to allocate resources to users and accepting/rejecting
new user requests independently of the other slices. For a certain
slice m, am(t) ∈ Am is equal to {0, 1}, where am(t) = 1 or

am(t) = 0 represent acceptance or decline of a new incoming
request for resource allocation in slice m at time t.

To solve the MDP problem, we have used the A3C method.
In A3C, multiple agents are running instead of one, updating
the shared global AC periodically and asynchronously. The
pseudocode of A3C is shown in Algorithm 1. Algorithm 1
begins with determining global values in Lines 3 - 6. Line 3
determines the number of A3C blocks and slices. In Line 4, the
values of Emax, Tmax, and Φs(t) are initialized to determine
the maximum number of episodes and the number of time
steps per episode, and the shared account book for each block,
respectively. Also, the initial weight values for global AC (θ
and θv) are determined in Line 5. In line 6, a global lock is set
to access the global AC to update the values of the weights by
each slice. For each slice in each block, counter E counts the
number of episodes in Line 8, counter T counts the time steps
per episode in Line 9, the initial weight values for the neural
network of actor-critic (θ′ and θ′v) in Line 10 and three array-lists
States, Actions, and Rewards to keep the slice information
in each episode in Line 11 are defined. In Lines 15 - 20, for
a state sm(t) ∈ S, the agent chooses an action from the set of
possible actions Am conforming to its policy πm(am(t)|sm(t))
at time-step t where πm ∈ Π. After applying the action to the
environment, the agent moves to the next state sm(t+ 1) and
receives a reward Rm(t). Then, these values are stored in three
array-lists States, Actions, and Rewards. In our method, the
cumulative reward function is expressed as follows:

Rm(t) = |ln(rm(t)− hm(t) + 1|+B(Dm(t)) (6)

where |ln(rm(t)− hm(t) + 1| andB(Dm(t)) are considered as
the reward functions for constraints (2b) and (2d), respectively.
In particular, B(Dm(t)) is considered as a bonus function that
equals 0 if the slice isolation condition is satisfied, and otherwise
is w(w > 0). The value of w is controllable during execution.
Clearly, A3C converges when the reward converges to zero. The
total accumulated return for slice m at time-step t is Rm(t) =∑∞

k=0 γ
kRm(t+ k), where γ is the discount factor between 0

and 1. The goal of the agents is to find the best policies which can
minimize the expected cumulative rewards in execution time. In
A3C, the actor is the policy πm(am(t)|sm(t)) and its task is
to produce the best action for a given state sm(t). The critic
is the value function Vm(t), which receives as input the state
sm(t) and the chosen action by the actor, concatenates them, and
predicts the action-value for the given pair. Typically, a neural
network is used to approximate the actor and the critic functions.
Specifically, the advantage term represents the advantage of
applying action am(t) at state sm(t) and can be estimated by
temporal difference (TD) error as follows:

Am(sm(t), am(t)) 
 Rm(t)

+ γVm(sm(t+ 1)|sm(t), am(t))− Vm(sm(t)) (7)

In Lines 21 - 28, at the end of each episode, each actor and each
critic updates the shared global actor-critic using the formulas
of Lines 22 - 27 by obtaining the global lock in Line 21. After
releasing the global lock in Line 28, at the end of an episode
for a slice, the current values of the three array-lists States,
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Actions, and Rewards are cleared for the next episode in Line
29, and in Line 30, the next episode begins. For convenience,
we summarize the state space, the action space, and the reward
function as follows:
� State space: sm(t) = {m,Um(t), hm(t), rm(t),Θ(t),
Ptotal(t)}

� Action space: am(t) = {0, 1}
� Reward Function: Rm(t) = |ln(rm(t)− hm(t) + 1|+
B(Dm(t))

C. Energy-Efficient Power Allocation

In Problem 3in Section IV, our objective is to find the maxi-
mum energy efficiency (EE) for users in rate-based slices subject
to constraints (4b), (4c) and (4d) on a small time-scale. To avoid
the high computational complexity of the EE optimization prob-
lem, we present a low complexity sub-optimal method called
EE-PA. The solution is shown in Algorithm 2. We partition the
joint optimization problem into two steps:

1) optimizing the transmission power for each Nm,u in
1 � Nm,u(t) � Nrm(t) +NΘs

(t)
2) selecting the best pair Nm,u and Pm,u(t) to maximize EE.
To solve (4), we need to find the minimum Nm,u in which the

following problem is optimal (Lines 6 - 12) :

arg maxPm,u(t)

(
ηEE =

ηSE

P ′total

=
log2(1 + Pm,u(t)×Xm,u(t))

Pcircuit + Pm,u(t)

)
(8a)

s.t Nm,u(t)× wrb× log2(1 + Pm,u(t)×
Xm,u(t)) � Rth

m , ∀m ∈MII (8b)

0 � Pm,u(t) � Pmax, ∀m ∈MII (8c)

The above continuous nonlinear optimization problem is non-
convex, which is hard to solve with traditional optimization tech-
niques. It is shown that the non-convex optimization problem
can be transformed into a convex one by non-linear fractional
programming as follows:

q∗s(t) = max
ηSE

Pcircuit + Pm,u(t)
=

ηSE(P
∗
m,u(t))

Pcircuit + P ∗m,u(t)
(9)

Problem (8a) can be transformed into subtraction form by
considering Equation (9) as follows:

P ∗m,u(t) = argmaxPm,u(t)
(ηSE − qs(t)(Pcircuit + Pm,u(t)))

(10)

subject to constraints (8b) and (8c).
The Dinkelbach iterative algorithm [30] and [35] is applied

to solve (10) by considering a small initial value for qs(t)
(Lines 13 - 31). In the Appendix, it is proved that the above-
transformed optimization problem is concave. Therefore, to
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solve the energy efficiency maximization problem, the Karush-
Kuhn-Tucker conditions are applied to (10). To this end, the
Lagrangian of (10) with considering constraints (8b) and (8c)
can be written as follows:

L(Pm.i(t), λ1(t), λ2(t), λ3(t), qs(t)) = ηSE

− qs(t)(Pcircuit + Pm,u(t))

+ λ1(t)(Nm,u(t)× wrb× log2(1 + Pm,u(t)Xm,u(t))−Rth
m )

+ λ2(t)Pm,u(t)− λ3(t)(Pm,u(t)− Pmax) (11)

where λ1(t), λ2(t) and λ3(t) are Lagrange multipliers of con-
straints on user rate and transmission power, respectively.

The problem (11) can be solved by decomposition into two
sub-problems which include [31]:

1) maximizing (11) to gain the optimum transmission power
and

2) minimizing the result of the first sub-problem to obtain
the optimum Lagrange multipliers and qs(t). This can be
expressed more formally as:

arg minλ1(t),λ2(t),λ3(t),qs(t)
arg maxPm,u(t)

L(Pm.i(t),

λ1(t), λ2(t), λ3(t), qs(t)) (12)

The first derivative of (12) with respect to Pm,u(t) can be
obtained as follows:

∂L(Pm.i(t), λ1(t), λ2(t), λ3(t), qs(t))

∂Pm,u(t)

=
Nm,u(t)× wrb×Xm,u(t)

ln(2)(1 + Pm,u(t)Xm,u(t))

+
λ1(t)×Nm,u(t)× wrb×Xm,u(t)

ln(2)(1 + Pm,u(t)Xm,u(t))

− qs(t) + λ2(t)− λ3(t) (13)

By setting (13) to zero the optimum value of Pm,u(t) is found
as follows (Line 18):

P ∗m,u(t) =

[
Nm,u(t)× wrb× (1 + λ1(t))

ln(2)(λ3(t) + qs(t)− λ2(t))
− 1

Xm,u(t)

]+
(14)

where [x]+ � max{0, x}. The Lagrange multipliers can be
found by gradient method. In each iteration, the multipliers are
updated as follows (Lines 21 - 23):

λi+1
1 (t) =

[
λi

1(t)− μi
λ1
(t)(Nm,u(t)× wrb×

log2(1 + P̂m,u(t)Xm,u(t))−Rth
m )
]+

(15a)

λi+1
2 (t) =

[
λi

2(t)− μi
λ2
(t)P̂m,u(t)

]+
(15b)

λi+1
3 (t) =

[
λi

3(t)− μi
λ3
(t)(P̂m,u(t)− Pmax)

]+
(15c)

where μi
λ1
(t), μi

λ2
(t) and μi

λ3
(t) are positive values called the

learning rate. The learning rate determines the step size in
iteration i to reach an optimum value. The learning rates must

be chosen in such a manner that a balance between optimality
and convergence speed is obtained, therefore,μi+1(t) = μi(t)/l
(Lines 24 and 25) [31]. The algorithm continues until the con-
dition (ηSE − qs(t)(Pcircuit + Pm,u(t)) � ε) is satisfied and it
converges to the optimum EE where ε is the maximum tolerance,
or the maximum number of iterations (i.e., Imax) is reached
(Lines 26 - 31).

D. Computational Complexity Analysis

The computational complexity of the EE-DRL-RA method
consists of the complexities of A3C, EE-PA, and stacked and
bidirectional LSTM methods. In Algorithm 1, each slice is
considered as AC and actor-critic are implemented by the neural
network. Each AC is executed on a CPU thread. Therefore,
parallel processing using CPU threads causes the computational
complexity to be divided by the number of CPU threads. Con-
sidering the components of A3C in this paper, its computational
complexity can be represented as follows [7]:

O

((
Mu

Nu

)
Tc

(
La∑
i=0

un(i)
a un(i+1)

a +

Lc∑
i=0

un(i)
c un(i+1)

c

))

(16)

where Mu, Nu, and Tc denote the total ACs, the number of
CPU threads used to train the AC algorithms, and the train-
ing steps, respectively. un(i)

a (un
(j)
a ), un(i)

c (un
(j)
c ), La, and Lc

denote the number of units in the ith(jth) layer of the actor
and critic networks, the number of layers in the actor network,
and the numbers of layer in the critic network, respectively.
Given that we have the number of CPU threads (Nu) equal to
the number of ACs (Mu), the computational complexity equals
O(Tc(

∑La

i=0 un
(i)
a un

(i+1)
a +

∑Lc

i=0 un
(i)
c un

(i+1)
c )).

In the stacked and bidirectional LSTM method, learning is
done both forward and backward and its computational com-
plexity is twice as much as directional methods. Therefore, the
computational complexity of the SBiLSTM [36] per PW for a
slice is

O(2WNepPW )

= O(2(4ncnc + 4ninc + ncno + 3nc)NepPW )

= O(WNepPW ) (17)

where PW denotes the prediction window, which includes
several time-steps, nc denotes the number of memory cells, ni

denotes the number of input units, no denotes the number of
output units, and Nep is the number of epochs.

To find the computational complexity of the EE-PA method
in Algorithm 2, two loops are executed for every N with the
maximum number of repetitions of Imax and Lmax until we
reach the optimal solution, where N is the number of RBs and
Imsx and Lmax are the maximum number of iterations for the
inner and outer parts of the Lagrange method, respectively [31].
Therefore, the computational complexity of the EE-PA method
for a rate-base slice is of order O(NImaxLmax). Given that
the stacked and bidirectional LSTM method is used per PW for
each slice and the EE-PA method in the worst case is executed
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in every time step for rate-based users for rate-based slices, the
total computational complexity of the EE-DRL-RA method is

O
(
Tc

( La∑
i=0

un(i)
a un(i+1)

a +

Lc∑
i=0

un(i)
c un(i+1)

c

+WNep +NImaxLmax

))
(18)

According to (18), due to the parallel and distributed execution
of the EE-DRL-RA method, it runs in less time than other
resource allocation methods based on DQN, DDQN, SARSA,
AC, and A2C and it is scalable in terms of time complexity.
Also, compared to most of the studied ML approaches in Sec-
tion II, parallel computation and a fixed state size are used
in the EE-DRL-RA method. Therefore, increasing the number
of slices will just increase the dimension size of Φs, will not
increase the size of actor-critic networks and does not affect the
computational complexity of the algorithm.

E. Scalability Assessment and Signaling Overhead

Scalability is an important challenge in network slicing. One
of the main goals of the proposed EE-DRL-RA is to solve this
problem. Compared to other DRL methods such as AC, A2C,

DQN, double DQN, and DQN dueling, which are widely used
in network slicing [8] - [29], EE-DRL-RA is based on the A3C
method in which each slice is separately executed on a thread
(all computations about resource allocation for a single slice are
dedicated to a specific thread). Therefore, slice management,
including adding/removing/pausing a slice can be done inde-
pendently of other slices and does not require reconfiguring the
network. While in other methods [9] - [29], the learning network
must be reconfigured and the learning process must be started
from the beginning. Also, in other methods, slices get services
sequentially, while in the EE-DRL-RA method, this is done in
parallel.

In general, the signaling overhead is a particular concern
between entities that may be deployed geographically in dif-
ferent locations. We can distinguish three general deploy-
ment scenarios. Our implementation in this paper is of type
Case 1.

Case 1) single system/multiple threads: If there are sufficient
computational resources, all A3C blocks, SBiLSTM, and EE-PA
methods can execute on one system with different CPU threads.
In this case, all threads are executed in a single computa-
tional unit. Therefore, no signaling message between the slices
are communicated through front-haul and back-haul links. Of
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course, there is some internal messages exchange between enti-
ties (including AC, SBiLSTM, and EE-PA). Each slice records
its information in the shared account book as mentioned in the
system model, which is accessible to all slices. Simultaneous
access of different slices to this shared memory is managed by
two semaphores (CPU locks).

Case 2) multiple systems: In this case, the A3C blocks are ex-
ecuted in a distributed manner and access to the shared resources
(power and RBs) inside an A3C block is similar to case 1. To
access the global AC and the SBiLSTM models, a distributed
semaphore can be used to minimize signaling between blocks.
In this case, at the end of each PW, the distributed blocks must
update weights of the global AC and the SBiLSTM models, and
receive outputs of the global AC and the SBiLSTM models,
and apply them to their network. These weights should be
communicated over front-haul links. Also, the LSTM models
can be executed on mobile edge computing (MEC) or the cloud.
The signaling overhead, in this case, depends on the architecture
of the RAN (e.g., C-RAN, O-RAN, etc.).

Case 3) single system/ single thread: Similar to AC, A2C,
DQN, double DQN, and DQN dueling [8] - [29], the A3C
method can be run on a single thread. The signaling overhead
of this case is similar to that of case 1. When the number of
slices/users increases, the scalability of this scenario is lower
than the abovementioned cases.

In general, it should be noted that the signaling of the proposed
method is similar to iRSS [7]. Also, it is much lower than the
signaling overhead of other distributed methods based on deep
distributed Q-network (DDQN) [19] and federated learning [24]
(which include several entities that are geographically distant
from each other), which update the global model and the local
model at each time step.

VI. SIMULATION RESULTS

In this section, we evaluate the performance of the EE-DRL-
RA method against the iRSS [7] method by extensive simu-
lations. The reason for choosing the iRSS [7] for comparison
is that this method also uses A3C for DRL on a small time-
scale and conventional LSTM for DL on a large time-scale,
and in this respect, it is close to the EE-DRL-RA method.
At the beginning of the learning process, there is insufficient
collected information on resource allocation, and EE-DRL-RA
performance will improve over time. The proposed EE-DRL-RA
method can be used to allocate resources to all traffic models that
lead to an MDP system. However, for non-Poisson traffic, the
system will be non-MDP for which some techniques (such as
State-Process) lead to convergence under some conditions [37],
[38]. This case is beyond the scope of our paper and we use
the Poisson distribution to generate the users’ requests in slice
m with arrival and departure rates λ[m] and μ[m], respectively.
In these simulations, the number of slices is 10, 4 of which
are resource-based and 6 of which are rate-based. As shown
in Equation (18), the computational and time complexity of
EE-DRL-RA does not depend on the number of slices. However,
since we have compared our work with that of [7], for a fair
comparison, we use the same number of slices (i.e., 10) as [7].

TABLE II
SIMULATION PARAMETERS

Increasing the number of A3C blocks leads to faster convergence
of the proposed algorithm but does not affect the results. We
consider 2 blocks because our competitive method (i.e., [7])
uses the same number of blocks. However, one can increase the
number of blocks if there are enough computational resources
available. In other words, the number of blocks only affects the
convergence speed and does not affect the numerical results of
the paper. We consider the learning rates to be very small to
ensure the convergence of the learning algorithms. It should be
noted that for any learning algorithm, including our algorithms,
if the learning rate is considered very small, the optimal solution
will eventually be found, but it convergences slowly. On the
other hand, higher learning rates result in faster convergence
speed, but the solution may fluctuate. Therefore, a trade-off
between convergence and optimality exists. As stated in [7], the
convergence condition of the A3C algorithm is fulfilled when the
learning rates of the actor and the critic satisfy

∑∞
t=0 αa,t =∞,∑∞

t=0 αc,t =∞,
∑∞

t=0 α
2
a,t =∞, and

∑∞
t=0 α

2
c,t =∞, respec-

tively. For this reason, we use the same learning parameters
as [7] for A3C. It should be noted that a PW includes several
small time-steps. Specifically, the resource allocation on a large
time-scale is performed at the beginning of the next PW, and the
resource allocation of a small time-scale is accomplished every
time step. In our simulations, the total number of time steps is
48,000 and the PW size equals 1200. Given that the traffic pattern
will become clearer over time, we consider the PW size to be
large enough so that the SBiLSTM method can more accurately
predict rm(t). The parameter values used in the simulations are
listed in Table II.
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The simulations were performed in Python using the Keras,
Gym, and Tensorflow libraries. We implemented the EE-DRL-
RA environment as a new environment in Gym so that we could
take advantage of the Gym library. We also used Keras and
TensorFlow to implement the LSTM models and A3C. In order
to demonstrate the accuracy of the SBiLSTM model and the
efficiency of the EE-PA model in the EE-DRL-RA method, we
have evaluated the proposed method against both iRSS [7] and
iRSS [7] enhanced with the proposed EE-PA method, namely
iRSS [7] + EE-PA, in terms of

1) the LSTM accuracy
2) the convergence speed
3) the energy efficiency
4) the number of accepted users
5) the utilization
6) the isolation.
We summarized the definition of the evaluation parameters as

follows:
� LSTM accuracy: To measure the accuracy of the LSTM

models for prediction rm(t), we consider the error and
mean squared error (MSE) between the actual and the
estimated values.

� Convergence speed: Our DRL model converges when
training does not improve the model and the reward value
is within a range around the specified value. As mentioned
earlier, the proposed DRL model converges when the re-
ward value reaches to zero.

� Energy efficiency and number of accepted users: To mea-
sure the performance of EE-PA, we consider the total
EE of accepted users and the percentage of accepted
users per PW. The EE of each accepted user is equal
to Equation (8a), and the percentage of accepted users
equals the ratio of accepted users to total incoming users
per PW.

� Utilization: To measure the optimal resource allocation to
each slice, given that the amount of rm(t) is reconfigured
at the beginning of each PW, we define the utilization as∑

t hm(t)/
∑

t rm(t) in a PW.
� Isolation: To measure the isolation of each slice, we define

the isolation degree as the number of time steps that each
slice was isolated in each PW.

We evaluate the various pieces of the overall method in-
dividually: SBiLSTM, A3C, and EE-PA. Then, we combine
them into the overall solution. Given that the LSTM accuracy
has a great impact on ensuring the isolation of the slices and
the conventional LSTM method is used in iRSS [7], we first
evaluate the prediction accuracy of the SBiLSTM method in the
EE-DRL-RA method against the conventional LSTM method
used in many previous work including [7] on a large time-scale
without considering A3C. Fig. 5(a) and (5(b) show the mean
square error of SBiLSTM used in the EE-DRL-RA method and
the conventional LSTM used in iRSS [7] in terms of the number
of epochs. Fig. 5(c) and (d) also show the error between the
targets and the outputs of both LSTM models in training data,
validation data, and test data, respectively. In this simulation, we
use 70 % of the data for training, 15% for validation, and 15%
for testing.

Fig. 5. Performance of the LSTM models in traffic prediction (a) Mean square
error of SBiLSTM (b) Mean square error of conventional LSTM (c) Prediction
errors histogram between the outputs and targets of SBiLSTM (d) Prediction
errors histogram between the outputs and targets of conventional LSTM.

In Fig. 5(a) and (b), the simulation results show that the MSE
in both LSTM models can eventually converge to the minimum
value within 38 epochs. At the end of the training, the MSE
value of test data for the SBiLSTM method and the conven-
tional LSTM method are 0.00032 and 0.00051, respectively.
In addition, errors between targets and outputs are shown for
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the training data, the validation data, and the test data in the
SBiLSTM model and the conventional LSTM model within 38
epochs in Fig. 5(c) and (d). The simulation result indicates that
the error frequency between targets and outputs near zero is
higher in SBiLSTM, compared to conventional LSTM, hence,
SBiLSTM can predict instances more accurately. Also, in the on-
line phase over time, the accuracy of SBiLSTM in EE-DRL-RA
is better than the conventional LSTM in iRSS [7], which can be
concluded by comparing the isolation and utilization diagrams
of all three scenarios in Fig. 8.

Fig. 6(a), (b), and (c) show the average cumulative reward
for the three methods at each time step. The results show that
all three methods converge to 0 over time. The reward of the
EE-DRL-RA algorithm converges to the optimal decision very
fast, within dozens of learning time steps. Although, at the
beginning of the simulation, the reward grows very high taking
account into an inexperienced or a failed exploration. In addition,
the results of large time-scale prediction in online learning may
have unstable performance in the beginning due to the lack of
sufficient input data. In the iRSS [7] method, Φs is considered
to determine the state space in AC, in which more time is
required to explore the space states, and the reward converges
to zero at a slower rate, while EE-DRL-RA uses a smaller and
fixed state space and converges very fast. The optimal policy
in EE-DRL-RA is learned faster than the compared methods.
Therefore, in iRSS [7] and iRSS [7] + EE-PA, convergence is
slower and the reward is associated with penalties due to the use
of larger state space and incorrect decisions. Using SBiLSTM
in the EE-DRL-RA method has improved the isolation of each
slice, causing fewer violations of the isolation of each slice and
a lower penalty compared to the other two methods. Also, using
SBiLSTM in the EE-DRL-RA has led to a higher prediction
accuracy for rm in each slice, so, this method has a lower average
cumulative reward compared to those methods. Fig. 6(d) shows
the average cumulative reward per PW. Due to the smaller state
space in the EE-DRL-RA method and the use of SBiLSTM, the
EE-DRL-RA method has a lower average cumulative reward
than the other two methods and converges faster than those
methods. In addition, the use of EE-PA in EE-DRL-RA and
iRSS [7] + EE-PA has resulted in more resources being available
for allocation to users in the slices which leads to accepting
more users. By accepting more users, lower penalty values will
be applied to the learning agent. However, in iRSS [7] due to
lack of resources until it learns the optimal allocation policy,
more users are rejected which results in higher penalty values.
As a result, the state space in EE-DRL-RA is explored very fast
and the optimal policy in EE-DRL-RA is learned faster than the
competetive methods. In other words, EE-DRL-RA can provide
a feasible online solution of resource allocation for slices within
an acceptable time step.

In addition, our solution for the EE-PA problem converges
quickly to the optimal. To demonstrate this, we obtain the EE-PA
outputs (optimization problem with constraints (8a), (8b), and
(8c)) for different rates and compare them with the results of
successive linear programming (SLP) in Lingo (optimization
problem solver). We show the scalability of the EE-PA method
in Fig. 7. In this figure, P ∗ and EE∗ are obtained by SLP, and

Fig. 6. Convergence of the A3C algorithm (a) Average cumulative reward of
iRSS [7] per Time Step (b) Average cumulative reward of iRSS [7] + EE-PA
per Time Step (c) Average cumulative reward of EE-DRL-RA per Time Step
(d) Average cumulative rewards per PW.

I is the total number of iterations (the outer loop counter) in the
EE-PA algorithm. As shown in the figure, the EE-PA method has
low computational complexity (i.e., it converges to an optimal
solution with a small number of iterations), and in this respect
is adaptable to real-life system.

Fig. 8 shows utilization versus isolation degree. In the first
two PWs, LSTM is not used because there is insufficient data
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Fig. 7. Energy efficiency versus number of iterations with different transmis-
sion rates in EE-PA method.

Fig. 8. Utilization vs. Isolation Degree.

for estimating rm(t). Therefore, hm(t) as the input data for the
LSTM models are collected for each slice at each time step in
the first two PWs for prediction of rm(t). In the first two PWs,
the amount of rm(t) is equal to hm(t) because the resources
are allocated to each slice according to its hm(t). Hence, the
amount of utilization is equal to 1 and the amount of isolation
is equal to zero in the first two PWs. Over time and collecting
input data for the LSTM models, it can be seen that the isolation
for EE-DRL-RA is higher than the other two methods due to the
accurate estimation of rm(t) (predictions are close to the target
value) and the fast convergence speed of the SBiLSTM models
because of using the shared models between the A3C blocks.
The utilization of the iRSS [7] and the iRSS [7] + EE-PA is
higher than the utilization of the proposed EE-DRL-RA method
because in these two methods, due to the use of the conventional
LSTM model, the accuracy of the estimates of rm(t) is lower
and the isolation is violated more often. Therefore, the slices
may frequently use the residual resources for serving their users.
Consequently, the amount of rm(t) will be equal to hm(t) and
the amount of utilization for iRSS [7] and iRSS [7] + EE-PA will
be higher than EE-DRL-RA. Therefore, the use of the accurate
and fast convergence LSTM model has a significant impact on
the isolation of slices and the utilization of resources.

In Fig. 9(a) and (b), the effect of the proposed EE-PA method
on EE-DRL-RA and iRSS [7] is investigated. In iRSS [7], it is as-
sumed that the amount of allocated power to all users is constant
and equal. Fig. 9(a) and (b) show the total energy efficiency and
percentage of user acceptance in the three competitive methods,
respectively. In EE-DRL-RA and iRSS [7] + EE-PA, the amount
of total energy efficiency and percentage of user acceptance is

Fig. 9. Effect of the proposed EE-PA method on (a) Total energy efficiency
(b) Average user acceptance percentage.

Fig. 10. The relationship between isolation degree and the confidence level in
the LSTM model.

higher than iRSS [7] in Fig. (a) and (b), respectively. In the
EE-PA method, the optimal answer of Nm,u(t) and Pm,u(t) is
always obtained when the amount of Nm,u(t) and Pm,u(t) are
minimum and the amount of ηEE is maximum, therefore, more
users receive service due to the increase in available resources.
Increasing user acceptance also leads to optimal use of the
channel and increases channel efficiency.

Finally, we examine the relationship between the isolation of
the slices and the confidence level that is used for determining
the upper bound of rm(t) in the SBiLSTM model. Fig. 10 shows
that as the confidence level increases, the amount of pre-assigned
resources per slice increases, which guarantees the isolation
of each slice. Decreasing the confidence level leads to more
frequent isolation violations and resources may be allocated to
the slices from residual resources. As shown in the figure, the
EE-DRL-RA method has a higher isolation degree than the other
two methods and this demonstrates (again) that the prediction
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accuracy of SBiLSTM is higher in the proposed EE-DRL-RA
method.

VII. CONCLUSION AND FUTURE WORK

In this paper, we proposed a resource allocation method,
namely EE-DRL-RA, based on deep learning and deep rein-
forcement learning. We have used the stacked and bidirectional
LSTM model as deep learning for decision making on resource
allocation on a large time-scale, and A3C with parallel ACs as
deep learning for decision making on resource allocation on a
small time-scale. Also, we have proposed a method called EE-PA
for determining the amount of required resources to rate-based
users, which uses an iterative method based on gradient descent.
The use of stacked and bidirectional LSTM in the EE-DRL-RA
increases the accuracy of estimating the allocated resources
in the next PWs and thus satisfies the isolation of each slice
more efficiently. EE-PA also decreases the utilized resources
and increases the efficiency of the channel, which leads to a
higher user acceptance ratio. In general, the use of stacked and
bidirectional LSTM, the EE-PA method, and the smaller state
space in the EE-DRL-RA method result in better performance
of the proposed method compared to other competitive methods
in terms of convergence speed, the accuracy of LSTM, energy
efficiency, the number of accepted users, and isolation degree.

For future works, the following avenues will be considered:
(1) Taking into account the channel interference in resource
allocation, (2) Studying priority queues for different slices and
incorporating the priority of slices in the resource allocation
decisions.

APPENDIX

PROOF OF CONCAVITY OF ηEE FUNCTION

In Section V-C, the optimization problem in Equations (8a),
(8b), and (8c) is non-convex, thus, we converted the problem
into a convex problem using non-linear fractional programming
(10). Here, we prove that ηEE is a concave function. We rewrite
(10)

P ∗m,u(t) = argmaxPm,u(t)
(ηSE − qs(t)(Pcircuit + Pm,u(t)))

Term−qs(t)(Pcircuit + Pm,u(t)) is a linear function ofPm,u

and can be ignored [31] and proved that the remainder of the
formula is concave. The Hessian matrix (H) of (10) can be
written as follows:

H =

[ −X2
s ln(2)

(ln(2)(Pm,uXs))2

]
(19)

We have to prove that the Hessian matrix is negative semi-
definite [31]. The eigenvalue of H can be derived as:

ω =

[ −X2
s ln(2)

(ln(2)(Pm,uXs))2

]
(20)

Because the values of channel power gain, transmission power,
and noise power are positive, the eigenvalue is negative. There-
fore, the Hessian matrix H is negative semi-definite, and the
objective function given in (10) is concave.
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