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ABSTRACT

Software defined networking has garnered
large attention due to its potential to virtualize
services in the Internet, introducing flexibility in
the buffering, scheduling, processing, and rout-
ing of data in network routers. SDN breaks the
deadlock that has kept Internet network proto-
cols stagnant for decades, while applications and
physical links have evolved. This article advo-
cates for the use of SDN to bring about 5G net-
work services by incorporating network coding
(NC) functionalities. The latter constitutes a
major leap forward compared to the state-of-
the-art store and forward Internet paradigm.
The inherent flexibility of both SDN and NC
provides fertile ground to envision more effi-
cient, robust, and secure networking designs,
which may also incorporate content caching and
storage, all of which are key challenges of the
upcoming 5G networks. This article not only
proposes the fundamentals of this intersection,
but also supports it with key use cases and a
thorough performance evaluation on an imple-
mentation that integrated the Kodo library (NC)
into OpenFlow (SDN). Our results on single-
hop, multihop, and multi-path scenarios show
that gains of 3x to 11x are attainable over stan-
dard TCP and multi-path TCP.

INTRODUCTION

Communication and networking systems have
been structured in a series of layers to ease design
and, in principle, allow for novel technologies and
services to be incorporated with minimal effort.
Although this has been true for higher layers
dealing with applications and services (e.g., incor-
porating multimedia content, social networking,
and cloud applications) and lower layers dealing
with access technologies (e.g., evolving from early
mobile cellular technologies to 4G), the interme-
diate network layer control protocols have been
stagnant for several decades. In fact, this dead-
lock is due in part to the fact that multiple tech-
nologies depend on the current state of the

network to operate [1] and in part to the chal-
lenges of configuring and managing networks
based on network element operations instead of
the network services to be provided. The down-
side to the current network design and protocols
is that they were conceived with a fairly narrow
set of goals, which is now limiting the effective-
ness and feasibility of the more complex and
resource demanding applications of the upcoming
5G networks. For example, the lack of a holistic
view of the network can translate into reduced
efficiency and higher congestion in specific paths
or the inability to use multi-path techniques to
provide ultra-reliable services. This structure also
limits the adoption of verifiably optimal multicast
techniques, such as network coding (NC), at the
core of the network.

As a way to deal with some of the inefficien-
cies derived from these drawbacks, networking
theory and the Internet are currently facing two
large, game-changing trends: software defined
networking (SDN) and NC. Each provides a dis-
ruptive concept to enable more efficient and
flexible networking, and both have experienced a
proliferation of academic and industrial applica-
tions. The goal of this article is to bridge the two
concepts through fundamental analysis and
understanding of their joint potential as well as
testing their combination with a real implemen-
tation. The combination of both ideas goes
beyond marrying two buzz words. SDN offers
fertile ground to implement NC ideas and make
them widely and readily available, as well as to
help guide network coding research in terms of
realistic restrictions, such as complexity, memo-
ry, and in-network routers, as well as routers
capabilities (e.g., changing data operations on
the fly). In other words, SDN is the key enabler
for the timely implementation and deployment
of NC, initially as a virtual function next to each
communication node and in the future as an
integrated part of the SDN system.

This article provides key examples to demon-
strate the potential of NC’s recoding capabilities
and ability to mask losses and stabilize lossy
links, even without altering the end-to-end use
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of TCP. This provides a simple but critical step-
ping stone to improve current systems and open
the path to more complex protocols natively cen-
tered around network coding, such as coded
TCP (CTCP) [2]. We show that our simple
approach provides three-fold to 11-fold gains
over standard TCP and multi-path TCP [3].

SDN AND NC:
THE KEY TO 5G SERVICES?

More than providing an evolution in network
technologies, SG networks are envisioned as a
revolution. It is not just about increased data
rates with a new radio access technology, but
rather a large expansion of the network’s goals
to provide traditional services (e.g., voice, user
data), as well as radically new services: machine-
to-machine (M2M) communications with sup-
port for massive numbers of devices, millisecond
latency for communications, cloud and caching
services, high reliability, and energy efficiency.
This vision requires a system that is able to judi-
ciously allocate resources, treats storage and
transport of data as a single process, and exploits
the meshed nature of communication networks
to guarantee these requirements. This article
argues that a combination of SDN and NC is the
key to addressing these challenges.

SDN allows for a network to perform flexible
resource allocation (e.g., buffer management,
dynamic routing, exploitation of multiple paths)
beyond a single layer in the network stack (Fig.
1). To achieve this, SDN virtualizes services in
the network by separating the data transmission
and control of the network. In initial designs, the
control plane was achieved with additional con-
troller devices to allow it to evolve rapidly, while
maintaining simple and cost-effective switching
elements.!

Recent work has envisioned more refined
and distributed control mechanisms and security
aspects of SDN [4]. The de facto standard? for
the time being for SDN is provided by Open-
Flow, a commercially usable platform [1]. To
date, OpenFlow supports a series of functionali-
ties. First, it allows the control plane access to:

* The type of connection used (e.g., fiber

optic, copper wire) along with negotiated

connection speed

Hardware description and available capabil-

ities, and various statistics to each individu-

al switch, specifically:

—Port input/output in both packets and

bytes

—Data flow input/output in both packets and

bytes

—Packets dropped in both input and output

queues of each port

—Number of collisions and collision errors

detected

Second, the control plane may instruct the data

path to:

e Install data flow entries on switches and
routers

* Modify existing flow entries on switches and
routers

* Request and set features and configurations
of switches and routers

\
2 \
B
!

Transport NC
coded data

B

Caching NC B

coded data

Figure 1. 5G network with a network coded software defined network.
Seamless identification of data source, cache management, device-to-
device, or machine-to-machine communications, multi-path support, and
multi-source exploitation. The SDN controller has an overall perspective
of the network including data sources, edge caches, and base stations, and
is able to identify and manage network resources, including computational
ones for network coding. The SDN controller can identify coded frag-
ments of files in caches as well as in peer devices for orchestrating the
transmission of data to new devices interested in a specific content. Bold
lines represent connections, while red dashed lines represent data flows,

and green dashed lines represent control plane flows.

* Request update on input/output statistics
for individual switches and routers
Finally, the SDN data plane can inform the con-
trol plane about:
e Unidentified packet headers (and thus
request a new flow entry)
* Removed data flows
* Modified port status
e Errors in the data path
These functionalities allow a centralized con-
trol plane, shown in Fig. 1, to identify coding-
capable devices, link characteristics (round-trip
delay, packet loss rates), and topology to deter-
mine paths to be used and where/how much cod-
ing needs to be incorporated. The SDN controller
could also identify coded fragments of popular
files in caches as well as in peer devices for orches-
trating the transmission of data to new devices.
On the other hand, NC breaks with the store-
and-forward paradigm used in today’s networks
by encouraging intermediate nodes in the net-
work to recode incoming data packets using
algebraic operations over finite fields (e.g., a
middle device in Fig. 1 recoding and sending a
new coded packet to the upper devices). This
contrasts with standard end-to-end erasure cor-
recting codes (e.g., LT and Raptor codes), and
allows the network to generate redundancy
where it is needed instead of injecting it from
the source. In a way, NC proposes a store-code-
forward paradigm to networking. Random linear
network coding (RLNC) provides a distributed,

L https://irtf.org/sdnrg

2 There are other mecha-
nisms to configure
switches or new SDN
software projects. For
example, OpenDayLight
(http://www.openday-
light.org/) is a recent and
exciting project with a
first software release in
February 2014. However,
OpenFlow was released
in 2011 and is already
supported in commercial
switches.
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|
The comprehensive
view of network
conditions that is
available through
SDN can be pivotal
to deploy and man-
age NC configura-
tions and recoding
potential within the
network as well as
identifying storage
locations to bridge
users and/or devices
to their data.

3 http://lwn.net/Arti-
cles/549477/

4 https://irtf.org/nwcrg

5 https://irtf.org/sdnrg

asymptotically optimal approach to employ NC.

RLNC is based on choosing random coefficients

to create linear combinations of incoming pack-

ets. The reason behind these gains comes from
the fact that:

* The network itself does not need to transport
packets without modification, but rather a
linear combination of the original data pack-
ets, thus providing a richer set of options and
actions available to the network.

* The receivers do not need to track individu-
al packets, but instead focus on accumulat-
ing enough independent linear
combinations in order to recover the origi-
nal packets.

Although the gains have been shown in a
variety of scenarios, and implementations have
confirmed NC’s potential in practice, NC’s incor-
poration in standards and wide deployment has
been limited with some exceptions; for example,
CATWOMAN [5] is currently deployed as part
of the Linux Kernel.? Part of the limitation lies
in the difficulty of retrofitting routers and switch-
es in the network with NC functionalities. How-
ever, enabling even a limited number of such
devices with NC (e.g., new 5G equipment) can
have a large impact on performance if we are
able to identify and exploit them. SDN can ease
this process and other functionalities. Finally,
the presence of a high-performance network
coding library (kodo [6]) would ease the deploy-
ment of a multiplicity of NC strategies. Although
the base functionalities are simple — encode,
recode, and decode data packets — NC supports
a variety of code designs and configurations,
from the classical block-by-block RLNC to
online NC, which essentially allows the encoder
and recoders to use a moving window for decid-
ing which packets to include in the next linear
combination. Kodo [6] also supports systematic
NC codes, sparse RLNC, perpetual NC, and ful-
crum NC [7], providing a wide range of configu-
rations for deployment in networks.

CURRENT STATE OF AFFAIRS

Both technologies are currently discussed within
the Internet Research Task Force (IRTF) on
NC4 and SDN.5 However, the communities
actively involved in SDN and NC have had little
if any overlap in the past, which limits mutual
understanding of the challenges and capabilities
of each, and limits the opportunities to combine
the two in a meaningful way.

WHERE CAN SDN AND NC HELP?

The combination of SDN and NC brings forth
an interesting potential for the management and
operation of 5G networks. In particular, the
comprehensive view of network conditions that
is available through SDN can be pivotal to
deploy and manage NC configurations and
recoding potential within the network as well as
identifying storage locations to bridge users
and/or devices to their data. The following bene-
fits are possible by this combination:
Exploitation of multiple communication
paths: NC is particularly well suited to exploiting
multiple communication interfaces and routes
[8], which can then exploit SDN’s ability to rec-
ognize multiple communication paths between

source and destination. This is key in 5G net-
works to comply with reliability requirements as
well as appropriate management of heteroge-
neous interfaces, such as millimeter-wave
(mmWave) for increased speed, and another
technology for continuous connectivity or for
M2M purposes as in Fig. 1.

Management of data storage and caching:
SDN’s ability to virtualize and/or identify caching
and storage nodes in the network are key to
exploiting NC to enhance the impact and reduce
the storage cost of caching/storage by relying on
linearly coded packets instead of replication of the
original data per storage location/device. NC also
provides a single code for both storage and data
transmission, which is key to treating data as a sin-
gle holistic process, as seen in Fig. 1. This manage-
ment can also include the preemptive caching of
data of a user as it moves through the network
using location information. The goal is to guaran-
tee low latency for access to the user’s data.

Adaptation of redundancy based on link qual-
ity: SDN provides simple mechanisms to identify
the link quality, including packet losses, for the
transmission routes used for a flow. This capabili-
ty is particularly relevant for using NC’s recoding
capabilities to generate the right level of redun-
dancy per link, instead of introducing end-to-end
redundancy to compensate for packet losses,
which is an inherently inefficient strategy.

Assessment of system load and complexity
allocation: SDN is useful for identifying whether
a device can commit resources to recoding and
how many, since the control plane is able to
access information about the hardware of each
switch. This may allow us to choose the NC
parameters to meet the current network demands.
This is particularly relevant with novel NC
schemes that provide fluid allocation of complexi-
ty, such as fulcrum network codes [7], by perform-
ing linear combinations using different finite
fields end to end and at different nodes in the
network. The choice of the finite field has a direct
impact on the computational effort required by a
given node. This added flexibility is key to dealing
with energy efficiency in 5G networks, not only
for the infrastructure but for connected machines
(e.g., sensors, actuators) and end-user devices.
Additionally, an SDN controller could provide a
simple trade-off between computation (reduced
coding load) and communication (increased com-
munication load) in the network by deciding
whether and where to code various flows depend-
ing on load statistics obtained by SDN, while uti-
lizing the flexible SDN flow management to
accommodate such changing conditions. In a
sense, each switch can be configured to code (or
not) the incoming flows, as illustrated in Fig. 2.

IMPLEMENTATION AND TESTBED

In order to advocate for the integration of NC
into SDN, we include a set of simple network
topologies that show the benefits of this merging
of technologies. The simplicity of the topologies
further emphasizes the usability of the merged
technologies as large-scale and more complex net-
work scenarios can be broken into a collection of
these simple topologies. That is, the benefits
found in the simple topologies are readily applica-
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ble in complex scenarios. The network topologies
utilized for this each represent a scenario where
NC provides a potential benefit, but where an
implementation conflicts with the boundaries set
up by the structure of the network protocol stack.
Simple network scenarios include single-hop, mul-
tihop, and multi-path. Each of the scenarios are
further elucidated below.

CoDING DEVICES

A functional software defined network is neces-
sary in order to confirm the capabilities of the
developed coding in such a network. However,
network equipment capable of SDN (e.g., Open-
Flow or similar protocols) only provide limited
possibilities in terms of modification and config-
uration of capabilities. We propose a flexible
approach to evaluate the potential of the combi-
nation of NC with SDN without initiating full
integration of NC into SDN software. This is a
crucial step not only to experiment with different
strategies and schemes but to gain insight as to
the key and most promising elements that could
be included into OpenFlow or similar projects as
well as motivating switch manufacturers to sup-
port new coding features.

For this reason, a virtual network environ-
ment has been set up using Open vSwitch,® an
open source virtual switch supporting the Open-
Flow protocol [9]. A coding device in the virtual
network setup is based on the developed coding
software. Instead of integrating the coding soft-
ware directly into the Open vSwitch devices, the
coding is deployed on virtual machines. This is a
development decision based on both a limited
timeframe for development, and the fact that a
virtual machine can be substituted with a real
device without changes to the code in case a real
network scenario should be deployed. The possi-
bilities of integrating the coding software on
existing network equipment, such as a switch, is
very limited. A (virtual) machine with the coding
software deployed acts as a coding device on the
virtual network, and can be used for either
encoding, decoding, or recoding. The coding
software distinguishes between packets that need
to be coded, recoded, or decoded, and packets
that should be ignored in terms of coding.

The virtual machine utilizes virtual network
interfaces that ensures communication toward
the host operating system (OS). That is, within
the virtual machine, this device acts as a normal
network interface connected to a network, while
the host OS has the responsibility of handling
traffic to and from this interface. The virtual
interface can be included in virtual network sce-
narios specified by the host OS. Two of these
network interfaces are included in each virtual
machine. One is to be included in the virtual
software defined network scenarios, and one is
utilized for direct communication with the host
OS. The latter eases the setup and configuration
through host-side scripts without “polluting” the
investigated network scenario. This relationship
between host OS, virtual machine, and coding
software is illustrated in Fig. 2.

Deploying the coding in virtual machines nat-
urally curbs the obtainable performance com-
pared to dedicated integration directly in the
virtual switch, say, due to the introduction of

Host OS
E | Coded flow “»~_Uncoded flow
E Coder Virtual Virtual
; interface | | switch | >
H Virtual |
E machine
: Virtual
: interface Host-guest
h | communication

Figure 2. Integrating network coding into an Open vSwitch, showing the

relation between coding software, virtual machine, and host OS. A data

flow (the grey dashed line) is redirected through the coding device before
it is forwarded onto the network. The flows that do not require coding fol-
low the black dashed line straight through the switch.

additional delay for directing traffic to the virtu-
al machine, processing, and sending back to the
switch. However, we argue that a virtual imple-
mentation is an equal advocate for NC to be
integrated into a software defined network. The
virtual setup shows that only a limited amount of
coding-related instructions is needed to create a
beneficial coding approach that can be deployed
on future SDN-capable equipment.

Intermediate network nodes in the constructed
virtual network setup consist of an Open vSwitch
along with an adjacent coding device. Data flows
to be coded are then redirected from the switch
through the coding device and back to the switch,
which then forwards the coded packets appropri-
ately. The coded data flows are specified in the
coding devices using statistics data obtainable
from the switch using the capabilities of the
OpenFlow protocol, where key supported param-
eters for implementing efficient network coding
are the packet loss statistics and topology infor-
mation. Although packet loss statistics could be
obtained by other means, such as using the Sim-
ple Network Management Protocol (SNMP), the
SDN framework will allow for further system con-
figuration and control in future developments,
including route selection and complexity manage-
ment for NC functionalities. From the perspective
of the SDN controller, the controller would select
the use of the coding switch for a specific flow by
routing the data to the virtual machine and from
the virtual machine back to the router for trans-
mission to the next hop.

In general, this combination of switch and cod-
ing device imitates the behavior of a network-cod-
ing capable network node. This could be deployed
either as an overlay, for example, computation on
top of existing (but limited) SDN-capable switch-
es, or within the switch itself. Figure 2 provides a
simple illustration of how the two components,
switch and coding device, cooperate to create
coded flows within a network.

CODING SOFTWARE
The software implementation? uses Kodo [6],
which is a C++11 network coding library capa-
ble of random linear network coding (RLNC).

6 http://www.open-
vswitch.org

7

https://github.com/14gr1

010/software
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The coding scheme is used as forward error cor-
rection (FEC), that is, neither positive nor nega-
tive acknowledgement (ACK/NACK) is used to
ensure delivery of every packet. The encoder uses
a systematic code [10] where all the original pack-
ets are transmitted uncoded (but with a header
added by Kodo and zero-padded to the RLNC
symbol size) the first time. Throughout the per-
formance measurements we use a generation size
of 10 symbols, Galois field in use is GF (28), and
the symbol size is set to 1356 bytes. Some of the
benefits of a systematic code is lower decoding
complexity and delay [10]. Lower decoding delay
is achievable since all uncoded packets can be for-
warded directly, and having uncoded packets
reduces the decoding complexity of Gaussian
elimination, which is used to decode the RLNC
generation. Kodo supports RLNC on the fly
where packets can be added to the encoder as
they arrive. Similarly, packets can be extracted
from the decoder as soon as they are decoded,
without the need for decoding the entire genera-
tion first. One of the benefits of RLNC on the fly
is that coded packets can be transmitted before
the entire generation is fed to the encoder (i.e.,
adding redundancy on the fly). The combination
of systematic and on-the-fly coding allows the
encoder to transmit uncoded and coded packets
with minimal delay. However, using on-the-fly
coding also reduces the decoding probability com-
pared to a traditional block code. Since redun-
dancy packets can only aid decoding the symbols
that were added to the encoder at the time of
their creation, they may become useless later. For
example, a redundancy packet created at the
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Figure 3. Single-hop network comparing performance of TCP using net-
work coding for erasure protection, TCP without coding, as well as the
theoretical maximum of our simple coded approach and the theoretical
capacity of the channel (without protocol effects). SDN is used to detect
the link quality and adapt the redundancy introduced by the system.

beginning of a generation cannot be used to
recover a lost symbol in the last part of a genera-
tion. But without on-the-fly coding, slow or infre-
quent communication is at best problematic; for
example, in a ping scenario it would be inconve-
nient to wait for an entire generation to be filled
before sending any packets.

MEASUREMENT RESULTS

The developed software and the virtual network
environment in which the software is deployed
indicate that integration of NC as a functionali-
ty of a software defined network is indeed possi-
ble. However, this alone does not show that this
combination of technologies is actually benefi-
cial. In order to show that the proposed integra-
tion of network coding is plausible, a series of
performance measurements has been carried
out using the standard tool for network perfor-
mance measurement, iperf. As a secondary
result, this should also show that the coding
approach can be applied without breaking func-
tionality with the conventional TCP/IP network
protocol stack.

We focus on links with a mean loss rate with-
in 0 and 10 percent. Note that typical WiFi links’
mean loss rates have been reported between 0.1
and 0.5 percent and as high as 4 percent depend-
ing on hardware and drivers [11] and higher in
long-range links [12]. The mean packet loss rate
for 3G, 3.5G, and 4G networks has been found
to be in the range of 0.18-0.66 percent, 0.05-0.14
percent, and 0.03-0.30 percent, respectively [13].
The following results show that significant per-
formance gains can be found even with loss rates
below 0.5 percent using our techniques.

SINGLE-HoP

The single-hop scenario consists of two virtual
nodes, each connected to individual virtual
switches. These switches are then connected with
a virtual Ethernet connection on which delay
and loss are introduced. This simple topology
along with specified delay and packet loss is
depicted in Fig. 3a. This scenario is representa-
tive of networks where only the destination and
the source are capable of coding. Alternatively,
the network itself could provide such functionali-
ty transparently for end devices in order to pro-
vide protection against lossy parts of the network
(e.g., a satellite link).

By isolating the coding approach to a single
link between coders, the consequence of the
data recovery process within the developed cod-
ing approach is revealed. Despite the potential
ability to recover every single erasure that may
occur on the link, the performance of the trans-
ported TCP communication may not resemble
error-free TCP communication. This is due to
the inevitable delay of the error recovery phase,
from when a lost packet should have been
received to the point where it is successfully
decoded. The amount of additional interference
in terms of delay and jitter is reduced to a bare
minimum in this single-hop scenario. The chan-
nel conditions on the investigated link are then
adjusted to illustrate the tolerance of both the
TCP communication and the deployed coding.
Increasing packet loss on the link reveals the
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robustness added by the coding. The bandwidth
of an uncoded TCP connection is compared to
TCP connections carried by the deployed coding
approach using systematic on-the-fly RLNC. The
achievable throughput for both uncoded and
coded data flows is stated in Fig. 3b. This is
compared to the channel capacity and the theo-
retical maximum throughput for a coded flow,
found using a model for TCP throughput [14]
modified to accommodate the utilized coding
approach.

From the performance of the coded data flow
a gain of 3x is obtained already at 0.5 percent
packet loss. This performance boost increases up
to 9x at 10 percent packet loss probability. Fur-
thermore, the obtained performance of the
coded flow follows a trend similar to the theoret-
ical maximum coded throughput, showing coher-
ence between theory and practice.

Finally, note that the latency (i.e., the number
of packets in flight given the transmission rate
and round trip delay) and the packet loss rate
are the key factors to determine the optimal
choice of redundancy to be added for coding.
Thus, it is possible to develop a network coding
control algorithm that can optimize for the cur-
rent situation in the network.

It is important to note that the use of a more
advanced and integrated coding technique (e.g.,
Coded TCP [14]) would require the optimal
amount of redundancy for the specific network.
Thus, coding would not introduce unnecessary
redundancy and provide much better end-to-end
service. In fact, the use of SDN would address
the main limitation of Coded TCP, that is, the
estimation of packet losses through the network
not attributed to congestion, thus having the
potential to improve its performance with
respect to current practical demonstrations.

MUuLTIHOP

In order to illustrate the benefits of recoding, we
utilize a multihop setup where both links experi-
ence different loss probability and link delay.
This network setup is presented in Fig. 4a. This
particular setup is representative of Internet ser-
vice provider (ISP) networks, where typically the
last hop is a wireless and lossy link. Our assump-
tion is that a switch at the last mile provides the
necessary recoding for protecting against losses.
Thus, studying a single recoder has a large impli-
cation in more complex topologies, where we
abstract other hops within the network as they
are error-free for all practical purposes.

This network scenario is also representative
of mesh-like network structures, such as dedicat-
ed sensor networks, mobile ad hoc networks,
and vehicular communication networks. While
uncommon in consumer oriented networks, such
networks are expected to gain popularity in the
future with the growth of the Internet of Things
(I0oT). The setup illustrates the necessity of
intermediate coding (recoding) when all links
are prone to erasures. While prior research
efforts have already drawn this conclusion, the
setup tests the validity of this with a simple feed-
back-less coding approach using SDN to gain
knowledge of the channel conditions and struc-
ture of the network. Additionally, recoding may
introduce channel irregularities such as packet
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Figure 4. Multihop network comparing a) uncoded TCP, RLNC without

recoding; RLNC with recoding at the intermediate node. Recoding even
after a moderate loss channel (1 percent loss rate) can provide some bene-

fits in end throughput.

reordering and additional delay and jitter. By
running TCP on top of a recoded data flow,
these recoding issues are tested in practice.

Figure 4b reveals the strength of recoding.
Apart from up to 11x gains over uncoded TCP,
recoding also reduces congestion on the first link
a — b and introduces higher achievable through-
put compared to the end-to-end RLNC coding
approaches.

Similar to the single-hop case, network char-
acteristics such as latency packet loss rate at
each link determine the optimal network coding
mechanism at the encoding and each of the
recoding nodes. Thus, developing an NC control
algorithm ran at the control plane will allow
optimal operation of the system.

MuLTI-PATH

The final investigated network scenario is a
multi-path setup, where multiple data paths span
out between nodes. The conventional methods
for communication in such scenarios is choosing
the best of the available paths. This is naturally
the simplest approach, and while the chosen
data path provides adequate capacity, it is prob-
ably also the best approach. However, some
communication scenarios may benefit from uti-
lizing several of the available data paths. Multi-
Path TCP (MPTCP) has been developed for
such scenarios, but suffers from similar behavior
toward packet loss and link delay as that of con-
ventional TCP. Using a combination of network
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Figure 5. Multi—path network comparing the use of standard MPTCP, indi-
vidual TCP flows with RLNC loss protection, and MPTCP with protection
of RLNC on individual paths. The plot shows that the theoretical maxi-
mum for MPTCP without coding can be outperformed more than two-
fold by the use of coding, while the gain is over four-fold when comparing
to a real MPTCP implementation: a) network structure; b) multi-path net-
work performance.

coding and SDN to accommodate packet loss on
each individual path may provide similar benefits
for MPTCP as for conventional TCP in the sin-
gle-hop and recoding scenarios.

SDN is used here not only for link quality
statistics and discovery of coding nodes, but for
topology discovery. In ISP networks, this can be
representative for devices using separate tech-
nologies (e.g., 4G, WiFi) for accessing different
networks but with a common destination (e.g., a
server). In a sense, we consider that each of
those networks can be represented by a simple
model of delay and loss. Once the paths and
their characteristics have been identified, the
coding is set up to provide protection against
losses in individual paths, allowing MPTCP to
handle congestion control. This is not the most
integrated solution, but it does allow the net-
work to code and improve performance without
changing the behavior of MPTCP.

Figure 5a illustrates the multi-path scenario
investigated. This consists of one direct single-
hop path (path 2) and two indirect paths with an
additional hop. The two multi-hop paths, a — by

— cand a - b, — ¢, are denoted path 1 and
path 3, respectively.

In a multi-path scenario, the achievable
throughput of uncoded MPTCP is compared to
that of a coded approach, where RLNC is uti-
lized to protect each MPTCP subflow individual-
ly. The resulting performance is illustrated in
Fig. 5b. This also includes a theoretical upper
bound for the performance of MPTCP [15] along
with a coded conventional TCP flow, carried
over path 2. The various configurations of Coded
MPTCEP (top three curves) correspond to differ-
ent levels of redundancy introduced in the direct
link between a and ¢, that is, 20, 40, and 100
percent, while the redundancy of the two other
paths is kept fixed at 40 percent.

Due to the high sensitivity toward packet loss
and link delay, even the theoretical upper bound
for MPTCP indicates poor performance in the
multi-path network, and even the single-path
coding approach outperforms MPTCP even
though only a third of the total capacity is ava-
iable to this approach. The multi-path coding
provides a performance increase of up to 2.5x
over the theoretical MPTCP upper bound and
4.5x over the obtained MPTCP performance.

CONCLUSIONS

This article advocates the integration of network
coding as part of software defined networking as
a key to operate 5G networks more efficiently,
with higher resiliency, providing higher through-
put, and allowing control of data location to
enable low-latency services. Furthermore, we
show that the essential software packages from
each concept, OpenFlow and Kodo, are already
available and can be integrated to provide the
required functionalities to current and future
networks.

Using three basic topologies, we demonstrate
not only this integration of concepts but also
that simple coding strategies enable us to out-
perform standard TCP and multi-path TCP with-
out modifying the underlying end-to-end
transport protocols as a first step to understand-
ing their potential. To achieve this, we exploit
recoding at intermediate nodes in the network
and show that gains of 3x to 11x are attainable.

OUTLOOK

In order to validate the measurement results
using real SDN-capable switches and high-end
desktops, we recently built a testbed with 16
programmable high-performance network nodes
and one real SDN-enabled 48-port switch. These
nodes can be configured in a variety of scenar-
ios and topologies for measurement and demon-
stration purposes. Each node consists of one
NetFPGA with a 10 Gb/s PCI-Express pro-
grammable network interface (netfpga.org),
which is highly configurable and has an active
research community. The FPGA solution is
needed to allow for fast switching and routing
decisions, and high-end processors are needed
to get the network coding speeds to satisfy the
10 Gb/s links. This equipment shall be at the
core of the design and testing of 5G algorithms
and network protocols.
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