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ABSTRACT

Transmission Control Protocol (TCP) is a relialeled-to-end transport protocol, which

is most widely used for data services and is véfigient for wired networks. However,
experiments and research showed that TCP’s congesintrol algorithm performs very
poorly over Wireless Ad Hoc Networks with degradeaughputs and severe unfairness

among flows.

This thesis studies fairness and throughput ispressented by TCP in Wireless Ad Hoc
Access Networks, which are Wireless Ad Hoc Netwavkf supporting infrastructure,
i.e. gateway, to send and receive packets fromowisgworks, and concentrates on
designing an applicable congestion control algorilased on the characteristics of the
Wireless Ad Hoc Access Networks. We proposed uBi8¢P (Datagram Congestion
Control Protocol) with a specially designed conigestontrol algorithm and
implemented this congestion control algorithm or2NSimulations were performed and
the results show the improvements on fairness lammaighput achieved by using the
designed congestion control algorithm. The two 8amith the new congestion control
tested in the simulation had Jain’s fairness ingleater than 0.95 in all combinations,
where TCP flows may have a fairness index less @h&n The aggregate throughputs of

the two flows with our new congestion control algan also increased.
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Chapter 1

Introduction

Wireless Ad Hoc Networks are multi-hop wirelesswaks. A Wireless Ad Hoc
Network consists of mobile platforms (e.g., a routgh multiple hosts and wireless
communication devices) — herein simply referredsdnodes” — which are free to move
about arbitrarily [8]. Wireless Ad Hoc Networks daa easily deployed with or without
the support of existing infrastructure. Figure 5-aAn example Ad Hoc network which
uses gateways as the connection between the witkdigeless parts, which is referred
to as a Wireless Ad Hoc Access Networks in theished/ith the easy deployments,
Wireless Ad Hoc Networks meet the requirements afiyrapplications, such as in
military battlefield and emergencies, etc. Exteasesearch has been conducted
concerning media access, routing and transporbgots for such networks. Transport
layer protocols, which are specifically modifiedd@esigned for Wireless Ad Hoc Access

Networks, are discussed in this thesis.



Server

Internet

Gateway

Figure 1-1 An Example Wireless Ad Hoc Access Netwkr

Wireless Ad Hoc Access networks use wireless [fokgransmission in the wireless
networks, their bandwidth is significantly loweaththat in the wired networks and the
transmission is more prone to errors due to theless nature. All nodes in the network
are free to move arbitrarily, which may cause teraporoute failures and route changes,

leading to packet losses.

1.1 Motivation

TCP/IP is the protocol suite that defines the IméerTransmission Control Protocol
(TCP) is a reliable end-to-end transport protocostwidely used for data services,
which is primarily designed for wired networks dmetame very efficient and robust
with years of enhancements. However, experimerdgesearch showed that TCP’s

congestion control algorithm performs very poogeoWireless Ad Hoc networks with



degraded throughputs and severe unfairness ammng fL1]. This presents the need to
design an applicable congestion control algoritlasda on the special characteristics of
the Wireless Ad Hoc networks.

Currently, the vast majority of the traffic in th&ernet relies upon the congestion control
mechanism provided by TCP. There are more appicstappearing in the past few
years, such as streaming video and Internet Tefgplwehich prefer timeliness to
reliability. For those applications, only data wairg within a certain deadline are useful.
The reliability and in-order delivery algorithm pided by TCP often results in arbitrary
delay, and TCP’s rate control AIMD (Additive Incesaand Multiplicative Decrease)
algorithm causes very sharp bandwidth change upodétection of one packet loss,
which can often be compensated for by those agpita Because of these undesirable
properties of TCP, many new applications often sleddDP, with either their own
congestion control mechanisms implemented on topasfnone at all. These long-
lasting UDP flows without any congestion controlain@nism present a potential threat
of network collapse to the Internet. Also, congestontrol mechanisms are difficult to
implement and may behave incorrectly. This presgr@sieed for a common base
transport protocol, which is able to provide diéfiet congestion control algorithms to suit
the needs of different applications. It should gdsavide capabilities for applications to
easily implement their own congestion control alltpon under special conditions. DCCP
(Datagram Congestion Control Protocol) is a gengugbose transport-layer protocol,
which maintains end-to-end connections and has-louthechanisms to provide choices

of congestion control algorithm selection or impésttation.



1.2 Thesis Contributions

This thesis concentrates on the potential use dEP@ith a specially designed
congestion control algorithm for multi-hop Wirelesd Hoc Access Networks. In this
thesis, DCCP and other transport layer protocasleacussed, congestion control
algorithms and bandwidth estimation techniquessaurdied in Chapter 3, the design of
our congestion control algorithm and our evaluatidteria are discussed in Chapters 4
and 5.

We implemented a simplified DCCP protocol with puoposed congestion control
algorithm in NS2 and performed experiments to stib@ythroughput and fairness.
Because DCCP does not provide reliability by defadditional packet loss detection
and retransmission is implemented to compare thegsed congestion control algorithm
with TCP. Simulation results are presented in Géra@ptand in Chapter 7, which show
that flows with the new congestion control testethie simulation had very good inter-
flow fairness, indicated by Jain’s fairness indegager than 0.95 in all tests, where TCP
flows may have a fairness index less than 0.6. abugegate throughput of the two flows
with our new congestion control algorithm also eaged. Those improvements in
fairness and bandwidth utilization show that DCAfhwhe designed congestion control
algorithm can potentially replace TCP and UDP fansmitting audio and video
applications, and with the implementation of religpsimilar to what TCP provides, the
reliable DCCP with the designed congestion coratgbrithm has the potential to replace

TCP for Wireless Ad Hoc Access Networks.

1.3 Thesis Organization

This thesis is organized as follows:



Chapter 1: Introduction
Chapter 1 contains the thesis introduction, matwvatand contribution

Chapter 2: TCP and TCP in Wireless Ad Hoc Accegsvbigks
Chapter 2 explains how TCP works, and what prob[€@B encounters when it
operates in Ad Hoc Networks.

Chapter 3: Recent Transport Layer Protocols andi®atth Estimation Algorithms
Chapter 3 studies several recent transport laygogols, which shed light on the
issues of Wireless Ad Hoc Networks and the bandwadtimation algorithms for
congestion control.

Chapter 4: DCCP with Congestion Control for Wirelégl Hoc Access Networks
Chapter 4 discusses our proposed congestion cahgaiithm and unsolved
problems.

Chapter 5: Performance Evaluation Criteria
Chapter 5 discusses the performance evaluatiariereind fairness.

Chapter 6: Simulation Results and Analysis
Chapter 6 shows the simulation results using Ndtv&mulator (NS2) and
provides an analysis of the results.

Chapter 7: Implementation and Simulations of Rdlitgton DCCP
Chapter 7 describes the implementation of relitdalesmission within our
scheme and shows the simulation results.

Chapter 8: Conclusions and Future Works
Chapter 8 presents the conclusion of the thesisaggestions for future work.

Appendix



Appendix A.1 and A.2 survey additional related workadapting TCP to Ad Hoc
networks, including the investigations and propesalimprove throughput and

fairness.



Chapter 2

TCP and TCP in Wireless Ad Hoc Access Networks

In Chapter 1, we stated that TCP has throughputaintkess problems when used over
Wireless Ad Hoc networks. Chapter 2 gives a bnabiduction of how TCP’s congestion
control works and studies the causes for the thrpugand fairness problems of TCP in

Wireless Ad Hoc networks.

2.1 TCP Overview

Transmission Control Protocol (TCP) provides a emtion-oriented, reliable data
transmission between the source and the destindt©R includes a flow control
mechanism, which allows the receiver to limit trensmission speed, and a congestion
control mechanism. The basic idea of TCP congestiorrol is that TCP senders probe
the network for available resources, and increlaseransmission rates until packet
losses are detected. TCP takes packet loss asdication of network congestion, and it
triggers a series of congestion control schemes tip® detection of congestion. There
are several versions of TCP developed, and TCP Rethe most widely used version on
the Internet.

In RFC 2581 TCP Congestion Control, four congestiomntrol algorithms are defined:
slow start, congestion avoidance, fast retransnatfast recovery. The slow start and
congestion avoidance algorithms must be used byseDBers to control the amount of

outstanding data being injected into the netwoiklflFigure 2-1, during the slow start,



for each received acknowledgment (ACK), the TCRIsemcreases the congestion
window (cwnd) by one segment until it reaches the slow staetstiold gsthresh).
Congestion window size is the amount of outstandisiig a TCP sender can send on a
connection before it gets an acknowledgement back the receiver. During the slow
start phase, the congestion window grows exporigngiar round trip time (RTT). The
TCP sender then enters the congestion avoidanae gheing which the congestion

window size increases linearly (maximum one segraizetper RTT).

[N
NN
|

Congestion Avoidance

=
OoON
I I

Slow Start Threshold

Slow Start

Congestion Window size
(segments)

O N A~ O 0
1

0 1 2 3 4 5 6 7 8

Time (round trips)
Figure 2-1 Slow Start and Congestion Avoidance

There are two ways for detecting packet loss: tplidate ACK and by retransmission
timeout (RTO). If the sender receives duplicate ACiKstarts the fast retransmit for that
packet without waiting for the retransmission tirteeexpire. The fast recovery algorithm
then governs the transmission of new data untitechguiicate ACKs arrive [1]. Basically,
fast retransmit and fast recovery work togetheetansmit the lost packet and cut the
slow start thresholdséthresh). When a non-duplicate ACK is received, the seei¢ers

the congestion avoidance phase again where thestioig window ¢wnd) is set to be



thessthresh. The TCP sender maintains an average round mng (RTT) delay, which is
used for setting the RTO. If the sender does re#ive an ACK after the timeout timer
expires, the sender cugsthresh to half (or 2) of the congestion window size, sets
cwnd to 1. Setting of RTO follows the exponential batlstrategy, i.e. in each

successive timeout, the RTO doubles.

2.2 TCP in Wireless Ad Hoc Networks

The performance of TCP used in Wireless Ad Hoc Nektw is discussed in this section.
2.2.1 Throughput Degradation and Reasons

TCP provides end-to-end congestion control andlotdj in-order data delivery, and is
proved to be very robust over wired network, bumgd CP without any modification in
Wireless Ad Hoc Networks results in a drastic tigigout drop.

In [11], it is shown that, when mobile nodes ared, the measured TCP Reno
throughput over IEEE 802.11 links decreases rapidiign the number of hops increases
(only a single TCP flow exists in the tests). Theasured throughput gets worse when
nodes are moving, see Figure 2-2 and Figure 2-Bigare 2-2, when the receiver is one
hop away from the sender, the throughput can repab 1500 kbps. When the number
of hops between the sender and the receiver is thareb, the throughput drops to
below 200 kbps. In Figure 2-3, the expected thrpugis defined as a function of the
mobility patterns and serves as a reasonable Ugmuerd with which the measured
performance may be compared [11]. Different moppiatterns yield different
throughput results, and Figure 2-3 shows the aeeragult of 50 patterns, in which the

throughputs decrease as the nodes’ moving speedase.
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Figure 2-2 TCP Reno Throughput over an IEEE 802.11ixed, linear, multi-hop
network of varying length (in hops) [11]
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—— Expected
—aA— Measured

Figure 2-3 Measured and expected throughput, averagl over 50 simulated mobility

patterns [11]

The above problems presented by TCP over Wirelesd@c Networks are caused by

the special characteristics of the Wireless Ad Nebworks.

» High Bit Error Rate

Wired networks have relatively low bit error raded TCP treats packet errors as

indication of network congestion. In wireless traission, bit error rates (BER) are high

10



because of the fading and interferences in wiredbasnels. Assuming that each error
indicates network congestion and triggering thegestion control mechanism affects the
throughput and link utilization.

* Mobility

All nodes forming the Ad Hoc networks can move liye®/hen nodes are moving,
existing links may break, so the route betweennates becomes obsolete and a new
route has to be selected by the routing protocohduhe data transmission. If the time
of establishing a new route is longer than RTO, Ti6® sender invokes the congestion
control and reenters the slow start phase. Thisadieg the throughput.

Mobility also causes network partitions. A netw@iktition occurs when a given mobile
node moves away, or is interrupted by the meditereby splitting its adjacent nodes
into two isolated parts of the network that ardezhpartitions [19]. If the TCP sender
and receiver lie in two different partitions, thetwork drops all the data segments
between the endpoints. The TCP sender invokes stiagecontrol and exponentially
backs off the retransmission. If the partitiong laager than several RTOs, network
inactivity could happen, that means the route leenlveestablished after the exponential
backoff timer starts, but the sender still needsad until it expires. This wastes the
available resources and affects TCP performance.

* ACK Bunching

In Wireless Ad Hoc Networks, the connections oftensist of multiple hops.
Considering the medium access control protocol us&direless Ad Hoc Networks,
when CSMA/CA (Carrier Sense Multiple Access/CatiisiAvoidance) is used, all TCP

flows are sharing the same channel. Competitiothi®bandwidth is among flows and

11



even between data packets and their acknowledgen&dP is based on ACK for
correct congestion control, so timely ACK receptismecessary for packet transmission
and correct calculation of congestion window sizé RTO.

The well-known exposed node problem and hidden podielem in Ad Hoc networks
can cause bunching of ACKs. Bunched ACKs causetreffic and highly variable
round trip times (RTTS). It may even cause the BERJer triggering the congestion
control due to starvation of ACKs. A study [11] sl that, to alleviate these problems,

smaller packet size and smaller maximum congestiodow size have to be used.

2.2.2 Fairness Issues

With the easy network deployment and wide hardwaeglability, Wireless Ad Hoc
Networks are seeing increasing demands. It is wepprtant to ensure that access to the
network by each user remains fair. Fairness cantbiively defined as the obtained
throughput to its fair share of the bandwidth, andore detailed discussion is given in
Chapter 5.

In addition to the throughput problem, TCP flowsgent a severe unfairness in the Ad

Hoc Networks, which is the result of the joint irstetions of TCP, MAC layer protocol

and queuing type at the router. The unfairneskasva in the following aspects:

» TCP’s window-based congestion control adjusts tmgestion window size every
RTT. The congestion window size doubles every RTihe slow start phase and
increases linearly in the congestion avoidance @hBserefore, flows with longer
RTT tend to increase the congestion window size/esidhan flows with shorter RTT.

This presents per-flow unfairness.
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At the network routers, an unfair packet-droppioesne, such as FIFO drop tail
scheme, causes some flows experiencing more |ldsse®thers, which increases the
unfairness.

In an infrastructured wireless local network, wharmgateway (access point) is used to
forward the traffic from the sender to the recei@ath are one hop away from the
gateway), the upstream flows (from the sendereagdteway) tend to occupy the
whole media and the downstream flows (from thewgayeto the receiver) almost
stop transmission when multiple upstream and dawast flows co-exist. With

IEEE 802.11, when one sender and one receiver, éxéssender and the gateway
both have equal access to the media. If thereassender and multiple receivers in
the network, the sender gets half of the bandwidttere all the receivers share the
other half of the bandwidth. When multiple senderd receivers exist, unfairness
between the upstream and downstream flows is ertyeserious, with a ratio of the
sender to the receiver rate up to 800. The reseaf@2] shows that the queue size at
the access point plays an important role in degitle bandwidth sharing. When
multiple senders exist, their ACKs are also in eatibn for media access with
downstream packets, which experience many timetuddo packet drops in the

gateway buffer.

In a Wireless Ad Access Hoc network, IN TCP flovrsif the wired part to the
wireless part) get more bandwidth than the coexgsBUT TCP flows (from the
wireless part to the wired part) [29]. [29] studied scenarios (see Figure 2-4) and
scenario B is a combined Wireless Ad Hoc and wiretivork, where node 3 is

working as the gateway. The test shows that saeBapresent a different unfairness
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condition from scenario A, which is a typical WLAMth one hop wireless
connections. In Figure 2-5, the table shows thasmeed throughputs in scenario B,

where the IN flow have a much higher share of @wedwidth when mixed flows
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Figure 2-4 Scenarios for Testbed Measurement in [29

Short term (1M file) | Long term (8M file)
(Kbps) (Kbps})
Flow 1 Flow 2 Flow 1 Flow 2

BOTH-OUT | 241.921 156504 | 185.855 | 283.914
BOTH-IN 211.005 | 224859 | 240.101 | 278.199
MIXED 2107 389.353 B.417 450.828

Figure 2-5 Measured Throughputs for Scenario B inZ9]
IEEE 802.11 has the exposed node and hidden nobéepr. With 802.11 DCF
(Distributed Coordination Function) mode, nodedhmithe transmission range of
other nodes are unable to receive a correct RT§U@&s To Send) or respond with a
CTS (Clear To Send), which causes these nodespersdized by other nodes’
transmission. See Figure 2-6, when node G is tratisgipackets to node 2, node 3

can hear the transmission, so the RTS from nodecdrrupted (node G is the hidden
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node in relation to node 4). If node 3 needs todmat, it must wait until node G
stops and then contend for the medium (Node Geigxposed node in relation to
node 3). Also, the Binary Exponential Backoff prefthe latest successful nodes,
which occupy the media persistently and leave dtbers starving of the resource or
even stop transmission completely. TCP’s own timemowal backoff schemes further

worsen the unfairness.

link to the wirad network

L
IN flow// I

OuT flow

‘LIT-:\'\H}" .
<—.
Data Packet RTS

Figure 2-6 Exposed Nodes and Hidden Nodes Problenms[29]

2.3 Summary

TCP works poorly over Wireless Ad Hoc Networksstis caused by the high bit error
rate over wireless links, arbitrary mode mobilag, well as TCP’s built in congestion
control algorithm working with the contention baseddia access of IEEE 802.11. A
vast amount of research has focused on improviaghittoughput and fairness issues
discussed above. In Appendix A, various specifappsals for modifying and adopting

TCP to Ad Hoc networks are discussed.
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Chapter 3
Recent Transport Layer Protocols and Bandwidth Estnation

Algorithms

In this chapter, several recent transport layergoals are introduced, including
protocols specifically designed for Ad Hoc Netwo(RS P), for high-bandwidth and
long-delay networks (FAST TCP) and a general puwepgasport layer protocol with
multiple congestion control mechanism choices (DX TRey are recent research topics
in academia and their features shed some lighteetransport layer issues of Wireless
Ad Hoc Access Networks.

The bandwidth estimation is an essential parténcibngestion control mechanism to
regulate the packet transmission rate at the sesidierIn this chapter, existing
bandwidth estimation techniques are introducedaares used in different TCP versions

are discussed.

3.1 Recent Transport Layer Protocols

This session discusses transport layer protogatkjding ATP, FAST TCP and DCCP.

3.1.1 ATP: A Reliable Transport Protocol for Ad-HocNetworks

In [25], TCP is taken as a protocol fundamentaippropriate for the unique
characteristics of Ad Hoc networks. Hence a nevigma, Ad Hoc Transport Protocol

(ATP), is proposed.
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3.1.1.1 The ATP Design

In the design of ATP, some key ideas are fundaatigrdifferent from TCP.

ATP uses lower layer information and explicit feadk from other network
nodes to assist in the transport layer mechani$hms.information is used for
start-up rate estimation, congestion detectiontfaumte/control and path failure
notification.

ATP decouples congestion control and reliabilityAITP, intermediate nodes are
used to provide the congestion information in teaina congestion rate, which is
piggybacked on the data packets in the forward. pdta ATP receiver sends
back the feedback to the sender. To achieve reliahsmission, selective ACKs
are used to report back the transmission informatio

Each node maintains two parameteé@s(an exponential average of queuing

delay for packets traversing the node) an@n exponential average of the

transmission time by the head-of-line packet anibee). Every packet will be
stamped withQ, + T, which is the maximum value through the route, Wwhec

used by the receiver as the rate feedback to tigese

ATP exhibits good fairness properties. When amrimégliate node servicing
several flows experiences congestion, it sendsfeedof the congestion to all

the sources of the flows being serviced by it.g8lirces respond to this
congestion feedback in an identical manner, theeehigher degree of fairness is
achieved. The normalized standard deviation igl asemeasurement for fairness,

and the simulation showed a decrease of 40% conhpéate TCP and TCP-
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ELFN [25]. Explicit Link Failure Notification (ELFNprovides the sender with
information about the link and route failure, se #ender will recognize the link

failure as not network congestion.

3.1.1.2 The ATP Protocol

The ATP protocol can be described as follows:
» ATP uses quick start during the connection inibiatand the route
reestablishments by sending out probe packetsn#ltimediate nodes record

Q, +T, when the packet traverses the node and clgekT, in the rate feedback

field D. At a certain node, if the D field has aadlar value than what the node
records, the D field is reset by the higher valiben the receiver receives the
probe packet, the D field is the maximum delay elgpeed by the probe packet
in a certain node on the route from the senddndgaéceiver. The receiver
calculates the average D, adjusts it for the initensmission, and sends this
information back to the sender. The sender thesutakes the rate, which is
proportional to the inverse of the D value, andsusas the sending rate for the
forward path.

» The receiver sends back the feedback informatioioglieally. The period should
be larger than the round trip time of the connectiad small enough to track the
changes of the path. The authors recommend onedasoa reasonable default
value.

* ATP has a three-phase congestion control methosistorg of increase, decrease

and maintenance phases. When the feedback ratetieoreceiver is greater than
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the current rate by a certain threshold, the paitenters the increase phase,
where the flow increases its rate by a fractiothefpotential increase amount. On
the contrary, if the feedback rate from the reaeivesmaller than the current rate,
the protocol enters the decrease phase and siegiliges the rate to the feedback
rate. If the feedback rate is within a certain efrgm the current rate, the
protocol is in the maintenance phase and the sgmdie remains unchanged.

» ELFNs allow ATP to multiplicatively decrease thengestion window size. After
receiving ELFNs, ATP enters the connection initiatphase, where the probe
packet piggybacked on the next in-sequence datefsais sent out periodically.

» Selective Acknowledgement (SACK) is chosen to ptevbst packet information.

3.1.1.3 Conclusions

ATP presents a new rate-based transport protoseldoan feedback information from
intermediate nodes. It also uses explicit linkueel notification, combined with SACK
and rate feedback, to indicate the network stdteis. hybrid information is more reliable
than just relying on the feedback from the netwarknd nodes. But ATP is designed to
work on stand-alone Ad Hoc networks, which doesimdtide a wired network

extension.

3.1.2 FAST TCP

FAST TCP [16] is a modification to the TCP congastcontrol algorithm for high-speed
long-distance networks. The current TCP is notlstalnen used in a network with a

high bandwidth-delay product. First, in order tstsin a large window size, the current
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TCP requires that an end-to-end path should maiatamall loss probability, which may
be difficult to achieve even in optical networkecsnd, the AIMD (Additive Increase
and Multiplicative Decrease) algorithm can leadsaillation and underutilization of the
bottleneck links because of the conservative irsg€Al) at long delay links and drastic
decrease (MD) at large window sizes.

FAST TCP aims to utilize the link resources faaiyong all TCP connections and to
avoid the congestion with maximum link utilizatidPAST TCP uses queuing delay as
well as packet loss to indicate congestion andstsljihe window size. When the
congestion is mild, i.e. no packet losses happemegljing delay is the dominant
congestion signal; when congestion becomes sepac&et loss is then the dominant
congestion signal. FAST TCP only modifies the TE€Rder to adjust the window size
based on the congestion signal. FAST TCP also stgpg&€N (Explicit Congestion
Notification) [24]. If the ECN bits in IP headereamarked by routers along the route to
indicate a network congestion condition, the reeetcan send ECN Echo back to the
sender and notify the sender to reduce the packetrhission rate. When ECN is
available, FAST TCP can be extended to use ECNgplsment or replace queuing
delay as the congestion signal.

FAST TCP is based on the prime-dual model of th® p&tocol where TCP is modeled
by a nonlinear closed-feedback and time-delayetralosystem. With queuing delay as
the congestion measure, this multi-bit informati&ows an equation-based
implementation of the source rate to stabilizenrequilibrium state with a target fairness

and high link utilization. This is achieved by aextly responding to the queuing delay to
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maintain a stable queue in the bottleneck routhrghvavoids current TCP window

control induced queue overflow and the oscillatansed by queue overflow.

3.1.2.1 Implementation
In [15], the congestion control mechanism of TCBdparated into four independent
functional components (Figure 3-1). This indepermegesilows each component to be

designed and implemented independently.

Data Window Burstiness
Control Control Control
Estimation

TCP Protocol Processing

Figure 3-1 FAST TCP Architecture [15]
Thedata control component determines which packets to transamiglow control
determines how many packets to transmit, laurdtiness control determines when to
transmit these packets. Tegimation component provides information to the other three
components to make decisions. In [15], the funetia®scription for estimation and
window control components are as summarized below.
The estimation component studies two types of faeklinformation from the network,
positive acknowledgment and negative acknowledgrtisnéout or duplicate ACKs).
Positive acknowledgments are used to calculate &dTupdate corresponding queuing
delay and minimum RTT. Negative acknowledgmentsuassl to provide loss event

indication.
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FAST TCP’s window control determines the congestamdow based on queuing delay

and packet loss. FAST TCP uses equation-basedotenth queuing delay and

multiplicative decrease with packet loss. Undemmadmetwork condition, the equation

used by FAST TCP [15] is:

w < min{2w, (1-y)w +y [(baseRTT/avgRTT)w #(w, qdelay)] }

wherey O (0, 1]. The variables in the above equation are:

w is the congestion window size.

avgRTT is the average RTT computed using a mowegage with a suggested
weight of minimum of 3/w and % (min(3/w, ¥4) [15].

baseRTT is the minimum of the observed RTT sangifee the start of the
connection.

gdelay= avgRTT — baseRTT is the estimate of theeatiqueuing delay.
Functiona(w, qdelay) is chosen to be constant. The constdrith may be
different for different TCP flows, specifies theabnumber of packets that a
single FAST connection tries to maintain queued@lihe path. For n flows
sharing the same bottleneck link and with the seomstant, each flow will get
1/n of the bandwidth at a stable state (given rogiieue size is n times larger

than the constant).

When packet loss occurs, the source will follow RFS82 (New Reno) to enter Fast

Retransmission/Fast Recovery. The source startimgdo queuing delay again when

the acknowledgments of newly transmitted packetseceived and enough samples

(30% of w at the beginning of the current loss ¢yvare collected.
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3.1.2.2 Performance Evaluation
In [15], the following performance evaluation megriare given to evaluate the
experiments:
» Throughput: average aggregate throughput for timtexval [1, m] of n flows.
» Intra-protocol fairness: Jain’s fairness indexsedito evaluate the fairness
among n flows.
» Stability: the stability index of flowis defined as the normalized sample
throughput standard deviation. The smaller theil#iamdex, the less oscillation
a source experiences. Foflows, the stability index is the averagenahdividual
stability indices.
» Responsiveness: the responsiveness index meaksargsded of convergence
when network equilibrium changes.
[15] listed experimental results comparing up fto@/s of FAST TCP, TCP Reno,
STCP (Scalable TCP) and HSTCP (High Speed TCP),TFRSP outperforms the other
three protocols for all above evaluation criteFagures 3-2 and 3-3 are the summary
results for overall throughput and fairness acseseral experiments with different
delays, number of flows and their arrival and daparpatterns. Figures 3-2 and 3-3

show that FAST TCP can achieve higher throughpdtoetter fairness.
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Figure 3-3 Evaluation: Fairness [15]
3.2 Bandwidth Estimation
Bandwidth or throughput in a packet network usuaigans the amount of data that the
network can transfer per unit of time. The estiorabf the maximum available
bandwidth for an end-to-end connection is cru@aht congestion control mechanisms
used in the transport protocols and directly imp#oe application performance.
The bandwidth of a link is different from the bandth of an end-to-end path, which

consists of a sequence of successive links alangdth. In data networks, links usually
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correspond to point-to-point links at the data liajker, called segments. At the network
layer, links may consist of one or more segmentmeoted by data link layer devices,
such as switches or bridges, which are called ap®nd-to-end connection from a
source to a destination may consist of a set o§ haplata link layer normally provides a
constant transmission bit rate. For instance, dteis 1Mbps, 2Mbps, 5.5Mbps or
11Mbps for IEEE 802.11b links, depending on thererate of the wireless medium, and
10Mbps on a 10BaseT Ethernet segment.

At the network layer, a hop has a lower rate thés data link layer transmission rate
because of the overhead of data link layer encapsoland framing. Suppose that the

data link layer transmission rate@;,, and the total header size at the data link lesyer
H,,, then for a network layer data packet of length, the achieved network layer

transmission rate is [23]:

1
CL3 = CLZ—

1+ h
I_L3

This is the same for a transport layer data segofdehgth L, ,, the transport layer
transmission rate is:
_ 1
1+ H L3
L4

C.=Cp,

The above equations specify the upper bound gbéindink transmission rate at each
layer. Whereas the maximum transmission rate petisigiven above, the maximum
transmission rate or bandwidth of an end-to-endheotion consisting of n hops is

defined by the minimum link capacity, i.e.
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where C is the capacity of theth hop. This gives the upper bound for the bantwod

an end-to-end connection.

Links are shared among many connections, and titable bandwidth over a link is the
unused capacity over a certain time period, whigpethds on the traffic load and is a
time-varying metric. At any specific time instaatlink is either transmitting at full
capacity or it is idle. The available bandwidth oadink in a certain time interval is the

time average of the instantaneous utilizations tiveitime interval. IfC, is the capacity
of hopi andu, is the average utilization of that hop in the gitene interval, the

average available bandwid#yof hopi is [21]:

A=Q1-u)G
And for an end-to-end connection includimgops, the available bandwidth is
determined by the link with minimum available bamdhlv along the path:

A= min
i=1...n

It should be noted that the narrow link (with minim capacity) along the path is not
always the tight link (with minimum available banidih). It is the tight link that
specifies the end-to-end available bandwidth.

There are many bandwidth estimation techniquesritbestin the literature. In this
section, existing techniques and various TCP badittivastimation methods are

discussed.
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3.2.1 Bandwidth Estimation Techniques

In this section, existing bandwidth estimation t@ges are introduced and ones used in
different TCP versions, including Variable PackeeSVPS) probing, Packet Pair
probing, Self Loading Periodic Stream (SLoPS) pngbirrains of Packet Paris (TOPP)

probing, and TCP with Adaptive Pacing (TCP-AP), diszussed.

3.2.1.1 Variable Packet Size (VPS) Probing

Variable Packet Size (VPS) probing [12] measurestimdwidth at each hop along the
path. It uses ICMP (Internet Control Message Paljaaror messages to measure the
Round Trip Time (RTT) from the source to each hidge Time-To-Live (TTL) field of
the IP header of the probing packets ranges frooni Iconsecutively, in order to force
probing packets to expire at the particular hoptlgyreturning ICMP “Time-exceeded”
error message sent back by the router, which detbeeprobing packets after TTL
expires, the source can measure the RTT to thatThoe RTT consists of three parts on
both the forward and reverse path: transmissioaysewhich are the time used to
transmit a packet onto a link, propagation delaysch are the time for a packet to
traverse a series of links, and queuing delaysghvare the time a packet is waiting at the
buffers of each hop.

VPS assumes that the minimum RTT observed happehed there is no queuing delay.
Therefore the minimum RTT only consists of two pattansmission delay and
propagation delay. The transmission delay is priopaal to the packet size, and the
propagation delay is independent of the packet Bieeause the returning ICMP error

packets have a constant size, the minimum RTTeistim of two parts: one is unrelated
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to the probing packet size and one is relateddgtbbing packet size. When the source
sends out probing packets of a given packet kiea sequence of hops from litpat

the k -th hop, the minimum RTT.(L Js:

TW=a+y L =argL

k

where a is the delay, which is independent of packet Sizgs the bandwidth at thi -
th hop. By observings for each hop, the bandwidth at hbjs:

_ 1
I B =B

VPS probing can underestimate the bandwidth whed irsa path involving layer-2
switches store-and-forward, in which the delayelated to probing packet sizes but does

not generate ICMP error messages by the datadié«s Idevices.

3.2.1.2 Packet Pair Probing

Packet pair probing [13] is used to measure thetesahd available bandwidth for a path.
The source sends out multiple pairs of packets thghsame size back to back to the
receiver.

The dispersion of the two packets in a pair istitine distance between the last bits of
each packet. The packet pair probing is assumiigthie dispersion of a packet pair at
the receiver reflects the bandwidth of the bottiérlenk on the path. If two
acknowledgments are sent back by the receiver i&teiving the probing packet pair,

the dispersion of the two ACKs should have the sgpaeing if the reverse path is

uncontested. The sender can thus estimate theblailandwidth along the path by the
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dispersion between the corresponding ACKSs.
This probing algorithm injects extra packets irite hetworks and the reverse path

condition can significantly affect the correct esdtion.

3.2.1.3 Self Loading Periodic Stream (SLoPS)

Self Loading Periodic Stream (SLoPS) [13] is anothechanism for end-to-end
available bandwidth estimation. In SLoPS, a pasketam consisting oK packets of
sizel is sent at a constant rd&®The one-way delays of probing packets are measiired.
the one-way delays show an increasing trend, theprtobe stream transmission et
greater than the end-to-end available bandwidthe@path, because probing packets are
gueued at the buffer of the bottleneck link. Oa dther hand, if the stream transmission
rateR is less than the end-to-end available bandwidtiyg packets are not delayed
along the route, so the observed one way delay®timcrease constantly, but tend to
have the same value.

The receiver analyses the relation of stream trégsssom rateR and available bandwidth

A, and notifies the sender of the relation. If prelream n has a rate &, , and R, >A,
then the sender sends the next probe stream nhIat@R, ., <R, . Otherwise, the rate
is set tdR ., >R, - The computation oR,,, can be as follows:

If Rpy>A R™=R,;

f Ry <A R™=Ry;

Reen =(R™+R™)/2;
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R™ and R™ are the upper and lower bound for the availableivdth of stream n. If
the available bandwidth does not change, the stratamwill converge to a range

[R™, R™].

When the available bandwidfichanges during the measurement, the one-way delays
will not show a clear increasing trend or be comst8loPS refers to this as the grey

region, which is related to the variation rangéafuring the measurements.

3.2.1.4 Trains of Packet Pairs (TOPP)

The Trains of Packet Pairs (TOPP) algorithm [20pfes a similar idea as SLoPS in
estimating the end-to-end available bandwidth. @PP, the sender sends ayirobe
packet pairs with increasing rates. If the probekpapair sending rat&, is more than
the available bandwidth, the second packet in a packet pair will be queuetcauses a
larger dispersion at the receiver side. Hencedbeiver will observe the receiving rate

R,<R, . With increasin@ , the R, will show a decreasing trend. If the probe packet
rate R < A, the packet pair will arrive at the receiver witle tiate they were sent by the
sender, i.,eR =R .

TOPP linearly increases the probe packet pair vetesh may provide more information
than SLoPS does. How the TOPP sender adjustdétsisalso different from the

methodology used in SLoPS. TOPP estimates thead@ibandwidtA to be the

maximum probe packet pair ra® whenR = R, .
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3.2.1.5 TCP-AP: TCP with Adaptive Pacing

TCP-AP (TCP with adaptive pacing) [10] measuredlietuation of RTTs using the
coefficient of variation. TCP-AP uses the estimatid 4-hop propagation delays (FHD)
and the coefficient of RTT variation to calculdte trate for pacing the transmission by
TCP senders. Using FHD is because the sender'sniasion rate will not be affected by
hidden node problems after the data packet is fiat@h4 times in Wireless Ad Hoc

Network. So the max transmission raR;,, =1/ FHD and the actual rate is changed

according to the variations of RTT.

TCP-AP uses this rate-based congestion controliiigoto spread the packet
transmissions, which prevents burstiness caus@di®ys window based congestion
control algorithm. TCP-AP also proactively iderggithe network congestion through the
measuring of RTT and adjusts its transmissionaaterdingly, which reduces the

contention and actual congestion state in the m&two

3.2.2 Bandwidth Estimation in TCP

TCP has shown to be very efficient over the InterimeSection 2.1, TCP Overview,
TCP’s congestion control algorithms are introduddte bandwidth estimation
algorithms in various versions of TCP are studiethis section.

The basic idea of TCP’s available bandwidth esiionas based on two state variables
for each connection: congestion window siaend) and slow start thresholdsthresh).

Each connection is in the slow start phase wherdheection is set up. During this
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period, thecwnd is increased exponentially per RTT until it reacteessthresh. After
reaching thessthresh, the connection is in the congestion avoidance@laad thewnd

is increased linearly. In TCP Reno/NewReno, afteoragestion event is detected, the
ssthresh is set to be half the curreawnd. It is assumed thasthresh as an estimation of
available bandwidth for the connection, and thedimincrease afwnd in the congestion
avoidance phase is used to probe extra bandwidilaale to the flow. This probe
continues until network congestion is detected paeket loss happens.

To improve TCP performance, several other bandwadtimation techniques are
proposed, which focus on TCP’s oscillatory behawiod are more robust when used in

high-speed networks and wireless networks.

3.2.2.1 TCP Vegas

TCP Vegas was introduced in 1994 as an altern&ii€€P Reno and its implementation
and tests showed that it achieves better throughpatTCP Reno. TCP Vegas’
bandwidth estimation differs from that in TCP Rebolike TCP Reno, which uses
packet loss as the indication of network congesli@P Vegas uses the difference
between the estimated throughput and the meaduraaghput as the measure of
congestion [4].

TCP Vegas records the smallest measured rountrtrgpas BaseRTT and computes the
available bandwidth as:

ExpectedBandwidth = ‘A NdoWSize

where theMndowS ze is the current window size. During the packetgrarssion, the
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round trip time (RTT) of packets are recorded. &beial throughput is calculated as:

Actual Bandwidth = Mndowsize

The difference between tlexpectedBandwidth andActual Bandwidth is used to adjust
theWindowS ze:
Diff = ExpectedBandwidth - Actual Bandwidth

Two valuesa and 8 (0< a < ) are defined as the thresholdsDIff<a , the window
size is increased during the next RTTDIff> 3, then the window size is decreased

during the next RTT. Otherwise, the window sizanshanged. The goal of TCP Vegas
is to keep a certain number of packets or bytéseérqueues of the network. If the actual
throughput is smaller than the expected throughpOE Vegas takes this as indication of
network congestion, and if the actual throughpweis/ close to the expected throughput,
it is suggested that the available bandwidth isfuldt utilized, so TCP Vegas increases
the window size.

This mechanism used in TCP Vegas to estimate thkaale bandwidth does not
purposely cause any packet loss. Hence the oscillaehavior is removed and a better
throughput is achieved. But it has problems wherkgis do not follow the same route
and when large delays are present. When routegelfana certain TCP Vegas flow, the
BaseRTT recorded from the previous route is no longer eateti this affects the accuracy
of ActualBandwidth and subsequently influences the performance of V&gas. It can
also be shown that TCP Vegas could become unsidida there is large network delay
for a flow; later established connections cannotagrir share of the bandwidth, and
when they coexist with TCP Reno connections, TCRoR®nnections use most of the

bandwidth [21]. Recent studies are focused on sglthese problems and enhancing the
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TCP Vegas performance [7].

3.2.2.2 TCP Westwood

TCP Westwood proposes an end-to-end bandwidth astimalgorithm based on TCP
Reno. TCP Westwood implements slow start and caiogegvoidance phases as TCP
Reno, but instead of halving the congestion wind@e as in TCP Reno when
congestion happens, TCP Westwood adaptively estgihae available bandwidth and
sets the congestion window size and slow starshtimie accordingly to improve the link
utilization.
In TCP Westwood, packet loss is indicated by tlvep&on of 3 duplicated
acknowledgements (DUPACKS) or timeout expiratiorha¥ 3 DUPACKSs are received,
TCP Westwood setssthresh andcwnd as follows [27]:
if (3 DUPACKS are received)
ssthresh = (BE * RTTmin)/seg_size;
if (cwnd > ssthresh) /* in congestion avoidance phase*/
cwnd = ssthresh;
endif
endif
where theseg_sizeis the length of the TCP segments &Tdmin is the minimum RTT
experiencedBE is the estimated available bandwidth. It is assumé CP Westwood
that when 3 DUPACKSs are received in the congestiandance phase, the available

bandwidth is fully utilized. So the valuesthresh andcwnd should reflect the estimated
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bandwidth (BE).
If a packet loss is indicated by a timeout expimatiTCP Westwood sessthresh and
cwnd as follows:
if (timeout expires)

cwnd = 1;

ssthresh = (BE * RTTmin)/seg_size;

if (ssthresh < 2)

ssthresh = 2;
endif
endif

This sets thewnd to 1 andssthresh to BE after the timeout event and then the TCPoRen
behavior continues.
In TCP Westwood, the setting sdthresh andcwnd is based on the bandwidth estimation,
which is obtained by measuring the rate of the askedgments and collecting the
information of the amount of packets deliveredi®e teceiver in the ACK. Samples of
bandwidth are computed as the amount of packeteteli divided by the inter-arrival
time between two ACKs. Those sample bandwidth edémare then filtered to achieve
an accurate and fair estimation.
TCP Westwood modifies the Additive Increase andtMlitative Decrease (AIMD) in
TCP Reno and adaptively sets the transmission tatesnove the oscillatory behavior
of TCP Reno and to maximize the link utilizatioBsit this also causes TCP Westwood
to degrade the performance of TCP Reno connecties they coexist in the network.

[28] discusses ways to achieve fairness and totaiaiefficiency.
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3.2.2.3 TIBET: Time Interval based Bandwidth Estimdion Technique

The Time Interval based Bandwidth Estimation Teghai(TIBET) is newly proposed to
improve the TCP performance over links with randoss. TIBET estimates the
available bandwidth used by a TCP source and algbles the TCP connections to track
changes in the available bandwidth quickly [5].
The bandwidth estimation is obtained by performarmgntime sender-side estimation of
the average packet length and the average timevahtgeparately. The algorithm can be
applied either to the stream of transmitted packetbe stream of received ACKs. The
algorithm applied to the stream of transmitted pésks as follows:
if (Packet is sent)
sample_length[k] = (packet_size * 8);
sample_interval[k] = now - last_sending_time;
Average_packet_length[k] =
alpha * Average packet_length[k-1] +
(1-alpha) * sample_length[K];
Average_interval [K] =
alpha * Average_intervallk-1] +
(1-alpha) * sample_intervallK];
Bwe[k] = Average_packet_length[k] / Average_intdfkj

endif
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Wherepacket_size is the TCP segment size in bytagw andlast_sending_time are
current time and the time for previous packet tnaision respectively.
Average packet_length andAverage interval are the smoothed values for the packet
length and inter-departure time filtered by alpbesalpha<=1). Different values of
alpha have a large impact on the performance oETIBNith a lower value of alpha, the
bandwidth estimation is more responsive to bandwitiinge, but oscillates widely. A
lower alpha makes the bandwidth estimation legsoresive to bandwidth change, but
very stable. The test results showed that alphaleéqud.99 provides a good tradeoff
between responsiveness and stability.
If the algorithm is applied to the stream of reeel\ACKs, the calculation of
sample_length andsample _interval are:
sample_length[k] = (acked * packet_size * 8);
sample_interval[k] = now — last_ack_time;
Where acked is the number of segments acknowleolgéae ACK and last_ack_time is
the time when the last ACK was received.
After congestion events are detected, TIBET s#tsesh andcwnd based on the
bandwidth estimation as follows:
if (3 duplicate ACKs are received)
ssthresh = BE * RTTmin
if (cwnd > ssthresh)
cwnd = ssthresh
endif

endif
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if (retransmission timeout expires)
ssthresh = bandwidth * RTTmin
cwnd =1
endif
The rationale behind this is the same as in TCPtwexsl.
Comparing TIBET with TCP Westwood, simulations & $how that TIBET can achieve
an accurate estimate of the available bandwidtsti shows the TIBET is fair towards
TCP Reno connections in the simulations. In TIB&#E, bandwidth estimation algorithm
considers the past history of the connection witgrgestion events are detected, so it is
able to achieve high throughput in the presengarmdom errors over the links. In a
combined scenario with multiple wired links and ovieeless link, simulations show
TIBET works better than TCP Reno. In summary, TIB&iBRbles the improvement of

throughput over wireless links and fairness oveed/iinks.

3.3 DCCP: Datagram Congestion Control Protocol

Datagram Congestion Control Protocol (DCCP) iswa peotocol designed for

applications that require the flow-based semamticsCP, but prefer timely delivery to

in-order delivery, or a congestion control mechandfferent from what TCP provides.

3.3.1 Introduction of DCCP

DCCP is discussed in the IETF DCCP charter, whrolvides a congestion-controlled,

unreliable packet stream, without TCP’s reliabibtyin-order delivery semantics. DCCP
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aims to be a minimal overhead and general-purpassyort-layer protocol providing

only two core functions:

The establishment, maintenance and teardown ohealiable packet flow.

Congestion control of that packet flow.

The purpose of DCCP is to provide a standard wamnpdement congestion control and

congestion control negotiations for special appiices. DCCP provides the following

features:

A choice of congestion control mechanisms.

Applications should be allowed to choose the mesirdble congestion control
schemes based on their special requirements. Glyrtem congestion control
mechanisms are undergoing discussion as Interafisdir CP-like congestion
control and TCP-Friendly Rate Control. DCCP prosidestandard way to
implement more congestion control mechanisms ameégotiate the control
options. Each congestion control scheme is uniguaelytified by a CCID
(congestion control identifier).

A reliable handshake for connection setup and teand

Unlike UDP, DCCP is a stateful protocol, which lsasnection setup and
teardown functionality to be friendly to networkdaess translators and firewalls.
To avoid Denial-of-Service attacks, a cookie medrarcan be used during the
connection setup, so a server is able to avoidimglstates of unacknowledged
connection attempts.

An unreliable delivery of data flows, with acknowtements.
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DCCP provides options that can tell the sender lwpaxkets the receiver
receives and whether those packets are Explicig€stion Notification (ECN)
marked, corrupted, or dropped at the receiver side.

Negotiation of features.

DCCP uses a standard mechanism to negotiate pespft connections
(between two DCCP endpoints). These propertiesalled features, such as the
CCID. During the feature negotiation, the Changefd? and Confirm options are
used for both endpoints to agree on a certain \@flaefeature for a half
connection (a connection includes two half conestj each is made up by the
data flow in one direction and its acknowledgeméetsveen the two endpoints).
The negotiation procedure is reliable.

Low per-packet overhead.

DCCP’s packet header has a condensed form, withaohP-byte generic header
(Figure 3-4). It offers an option mechanism simitaif CP, which is appended to

the end of DCCP header and used for acknowledgerapaltting and parameter

negotiation.
] 8 1 & 24
Source Port Destination Pore
ia) | Type [CCval Sequence Number
II.'Jlrll:l.l G‘I;fgltrl #IINI'DIP (IZsIIclll o I(IZh::flksIm{ll o
(hi Rescrved .-"Lr;kllnwlcd%;cmcur Number |

Figure 3-4 DCCP Generic Header Format [17]

40



3.3.2 Main Differences of DCCP from TCP

As stated above, DCCP provides unreliable delivgeperic feature negotiation
mechanism and choices for congestion control, warelhdifferent from TCP.

Besides these three features, there are otheratiffes between DCCP and TCP.

DCCP is a packet stream protocol, and the appticas responsible for packet

framing. The sequence number hence refers to packatbytes.

* DCCP has flexible acknowledgement formats. Optigsesd in acknowledgments
are specified in a CCID and negotiated during thenection setup.

» DCCP can potentially distinguish between diffeneasons for a packet loss.
DCCP supports ECN and a Data Dropped option, wingp the sender to
distinguish non-network-congestion caused paclsses.

* DCCP provides support for mobility. When the movergipoint gets a new

address, it sends a DCCP-Move packet to the otttgyaent notifying it of its

new address. The connection is changed to the ddwess accordingly. This is

intended to solve only the simplest mobility probie

3.3.3 Introduction of Options and Features

Options can be contained in all DCCP packets. @ptaxcupy space at the end of the

DCCP header and are a multiple of 8 bits, totallyai1020 bytes in length. Options,

which are currently defined in the DCCP InterneafDrare listed in Figure 3-5.
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l128-255

Cption
Length

3-4
variable
variable
variabkle
variable
variabkble
variabkble
variable

5]

&6-10
variabkble
variabkle

4

4-a

variable

Meaning

Fadding

Slow Receiver
Ignored

Change

Prefer

Confirm

Init Cookie

Aok Vector [MNonce O]
Ack Vector [MNonce 1]
Data Dropped
Timestamp

Timestamp Echo
Identification
Challenge

Fayload Checksum
Elapsed Time
CCID-gpecific options

Figure 3-5 DCCP Options [17]

DCCP contains a generic mechanism for reliablaufeategotiation. Three options,

Change, Prefer and Confirm, are used to impleneattife negotiation. Change is used

to ask a DCCP endpoint to change a feature’s valhugthe DCCP endpoint can reply

with a Prefer, which asks the other endpoint tangeao another value for a feature, or

with a Confirm to acknowledge the request. Negatmabf multiple features may take

place simultaneously, i.e. a packet can contairtiph@lChange options for different

features.

Features are identified by numbers, which areitsedata byte in every Change, Prefer

and Confirm options. The currently defined featuuenbers are listed in Figure 3-6.
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Val ue Initial

Nunber Meani ng Type Val ue
1 Congestion Control ID (CClD) SP 2
2 ECN Capabl e SP 1
3 Ack Ratio NN 2
4 Use Ack Vector SP 0
5 Mobility Capabl e SP 0
6 Loss W ndow NN 1000
7 Connecti on Nonce NN random
8 I dentification Reginme SP 1
9 Mobility 1D NN 0
128-255 CCI D-specific features ? ?

Figure 3-6 DCCP Feature [17]
The negotiation procedure is the same for all festu-eatures have different value types
and currently all features fit one of the two valyges: non-negotiable (“NN”) or server-
priority (“SP”). The NN features are set by Chawogéons containing exactly one feature
value from the remote side, and are confirmed wi@onfirm option by the feature
location. The SP features are set by the Changé&mrand Confirm negotiation options,
which contain a prioritized list of values. Thesarpriority rule means that the first
entry in the server’s list, which is also in theeot’s list, will be selected.
DCCP has special capabilities provided by optiordsfaature, which may be used in
many applications. Characteristics of congestiantrob, RTT estimation,
acknowledgement and flow control are introducea\wel

Congestion Control:
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» Applications have the choice of using a specifiogastion control scheme.

» Each congestion control mechanism has an iden{@&iD) from 0-255.

* In each CCID, the following procedures are desdrilb@w a half connection
(HC) sender limits data packet rates; how to mairtannection parameters,
such aswnd; how a HC receiver sends back ACKs as the corayesti
information and how to manage the ACK rate.

» CCID allows CCID-specific options and features @digion to the global
ones.

RTT Estimation:
Three options can be used for the RTT estimation.

» Timestamp option. This option has four bytes ofaptiata carrying the
timestamp of this packet. A Timestamp Echo optioousd be returned upon
receiving a Timestamp option.

» Timestamp Echo option. Generally, a DCCP endpdiatikl send one
Timestamp Echo option for each Timestamp optigadeives. This option
can carry four to ten bytes of option data, in WHiaur bytes are the
Timestamp taken from the Timestamp option, andhardbur to six bytes
are the Elapsed time, indicating the amount of &@ta@sed since receiving the
packet whose timestamp is being echoed. This @ tesseparate the RTT
from processing time.

» Elapsed Time option. This option is permitted ity &CCP packet with an
Acknowledgement Number. It indicates how much thmae elapsed since the

packet being acknowledged was received (packbeisne shown in the
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Acknowledgement number). This may help correct R§timates when the
gap between receiving a packet and acknowledgeigpcket is long (such
as when acknowledgements are sent not frequently).
Acknowledgements:
Acknowledgements are used to report to the sehe@emdtwork congestion situation. The
CCID specifies which options are needed in an AT&assure ACK reliability, ACK of
ACK is used to free the states at the ACK sender abnfirming the reception.

* ACK-Radio Feature (3): Send one ACK per R data ptcwith default of 2.

» ACK Vector Feature (4): lets DCCP negotiate whethey should use ACK
Vector options. ACK Vector provides detailed losformation for each
packet.

* ACK Vector option: ACK vector gives a run-lengthceded history of data
packets received at the client. It can report wéeghpacket is received, ECN
marked or not yet received.

Flow Control:
DCCP has two flow control mechanisms:

» Slow Receiver Option: tells the sender to not iaseesending rate for 1 RTT
after seeing this.

» Data Dropped Option: provides precise feedback talvbich packets were

dropped and why.
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3.3.4 Conclusion

DCCP is a connection oriented transport layer mpaltavhich provides the basic
functionalities for connection setup, maintenarmeel teardown. It also provides choices
of congestion control mechanisms to applicatiorGCP’s feature negotiation and

variety of options make it possible to be used ovidely different networks.

3.4 Summary

In this chapter, recent transport layer protocodsiatroduced, including ATP, FAST
TCP and DCCP. As a general-purpose transport [ageocol, DCCP provides a
standard way to implement and choose congestiomatanechanisms based on
application’s needs, a generic feature negotiatiechanism for reliable feature value
selection, and support of ECN and other optiondeatify non-network-congestion
losses. DCCP provides unreliable delivery but wietailed and reliable
acknowledgements, which is achieved by sending ACKCK to the receiver by the
sender. These special characteristics of DCCP prregeotential of using DCCP in
Wireless Ad Hoc Access Networks with a speciallgigeed congestion control
algorithm.

Bandwidth estimation or rate control is the essépi@rt in congestion control. Several
bandwidth estimation techniques are studied indhapter. Delay-based rate estimation
approaches are used in TCP Vegas, FAST TCP, TCRWad and TIBET. Studies of
these algorithms showed improvements in throughgsiigell as fairness compared with
TCP Reno/NewReno under several conditions. Inthi@sis, this delay-based bandwidth

estimation is used in the congestion control fa¥ieeless Ad Hoc Access Network.
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Chapter 4
DCCP with Congestion Control for Combined WirelessAd

Hoc Access Networks

The goal of the research is to propose a trantgget protocol with suitable congestion
control mechanism, which addresses the throughplfarness issues when used in a
combined wireless and wired scenario shown in teeario B of Figure 2-4. To design a
robust and effective approach, there are seveoblgms that need to be considered.
* Does the congestion control mechanism maintain ertd-end semantics?
The wireless and wired networks are very differgith respect to packet
transmission delay and error rates. Some schentespadial functions at the
gateway, which works as a proxy between the wigatignd wireless part. In I-
TCP (Indirect TCP) protocol [3] (discussed in thep&ndix), the fixed host from
the wired part only sees an image of the mobilé bnghe gateway, which sends
the acknowledgements to the sender on behalf akttever and maintains a
packet buffer to retransmit lost packets accordintpe receiver’s requests. In
this approach, the transport protocol's end-to-eemantics is violated, thus
acknowledgements do not reflect the whole routaitmm and cannot be used
for end-to-end congestion control. It is desirgblenaintain end-to-end semantics

in the congestion control algorithm.
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* How to recognize the exact reason of packet loss?
The main problem of TCP is that a TCP sender takesy packet loss as an
indication of network congestion and triggers tRpamential backoff procedure
unnecessarily. The ideal behavior of the protogdbirecognize the true reason of
packet losses due to congestion, network partdarogxtensive error condition,
and respond accordingly.

* Who is responsible for network failure detection?
In order to respond to the network condition aclyathe sender needs a
network failure detection scheme. If network detetts used, like in TCP-ELFN
[11], TCP-Feedback [6] and ATCP [9], intermediatel@s can provide fast and
accurate network information, but the sender madydaeceive this information
because of the route disconnection to the nextligpd RTO [2] and TCP
DOOR [26] use end nodes to detect network probl@mshich there is no
overhead to send information back to the sendérthieunferred detection may
not be accurate. Therefore, a hybrid approachedexk

» Should probe packets be used upon detection of raiteestablishment?
Probe packets induce network congestion when nteilfipivs are probing the
network at the same time [2], but the sender canme faster after the route is
reestablished with the utilization of probe pack#tthe sending rate is carefully
adjusted, the use of probe packets after a routedas beneficial. Also, probe
packets can report extra information about the pestablished route, which

could be different from the obsolete route. Probekpts are useful in Wireless
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Ad Hoc networks, and the sending rate of probe g@ckhould be carefully
studied to avoid causing network congestion.

Should cumulative acknowledgements be used?

Using cumulative ACKs, both the lost and the foliogvin-sequence packets need
to be retransmitted; hence the goodput, whichasatttual throughput that
receivers received without the retransmissionaffescted in the bandwidth-
constrained wireless network. Also cumulative AQi&sise burstiness.
Acknowledgements are important for reliable patfa@ismission, so non-
cumulative acknowledgements, without a close m@tetiip with timely packet
transmission, are desirable, such as SACK.

What rate should be used after a new route is estibhed?

Route changes during packet transmission happen dtte to the mobility of the
mobile nodes. After a new route is establishethefold transmission rate prior to
the invoked congestion control is selected, congess likely to happen again
when the new route has a smaller bottleneck. Ther @hoice is to probe the
route from the slow start phase, which wastes #melwidth significantly if
performed every time a new route is selected, aw $h [2].

To solve this problem, equation-based congestiotrabis considered. With
RTT or maximum delay in the route (used by ATP)resfeedback information,
the sending rate calculated based on the abovemafmn is used as the initial
sending rate for the new route to avoid slow sfire primary goal of the
equation-based congestion control is not to agyeggind and use available

bandwidth, but to maintain a relatively steady segdate while still being
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responsive to congestion. So the tradeoff of thisaon-based congestion
control is that the sending rate change is slohan TCP-like congestion control,
therefore its response to a sudden increase ifabl@bandwidth is slower. In an
environment where route changes happen often, tsimgquation-based
congestion control to avoid frequent slow startggsashould be able to achieve a
better performance.

» Fairness among flows and friendliness towards staaad TCP should be
studied.
The congestion control algorithm should allow flosighe same type to have a
fair share of the bandwidth. Because of the largeuat of TCP flows in the

internet, it should also be friendly towards TC&nf.

4.1 Congestion Control Protocol Design

TCP is a widely used transport layer protocol. TakenTCP work well in Wireless Ad
Hoc Networks, most approaches suggest modificatmi< P, which could be a large
amount of work considering the wide distributionT@P.

Based on the discussion above, the proposed traraper protocol with congestion
control will maintain end-to-end congestion consemantics, which do not utilize a
proxy between the wired and wireless connectiorat@s the receiver for a connection.
The proposed solution utilizes DCCP with the cotigascontrol mechanism specified in
a new CCID. The new CCID profile should define wlasknowledgments are sent and

which options must be used. Acknowledgements witliKA/ector Option and Data

50



Dropped Option are used to identify the true reasdrpacket loss. Additional ECN
support and ELFN support is used to provide netvamtected information to the sender.
To estimate the available end-to-end bandwidthetheation used in FAST TCP is
chosen for the thesis. FAST TCP uses a delay-hase@stimation mechanism based on
stabilized Vegas to eliminate the unstable conditubien large delays are present. TCP
Vegas and FAST TCP are designed for high bandwidtivorks, and their bandwidth
estimation is calculated based on the queuing d&lahe thesis, a similar bandwidth
estimation mechanism is chosen to study the throwigdind fairness issues in a Wireless
Ad Hoc Access Network.

DCCP does not support reliable transmission, bustan ACK Vector Option to convey
packet-reception information back to the senderclvban be used by applications for
packet retransmission.

The ACK Vector Option gives a run-length encodestdry of data packets received at
the client. Each byte of the vector gives the sphthat data packet in the loss history,
and the number of the preceding packets with theesstate [17]. The ACK Vector

Option’s data format is shown in Figure 4-1:

Fomme - Fomme - Fome - Fome - Fome - Fome -

| 001001??| Length | SSLLLLLL| SSLLLLLL| SSLLLLLL]

Type=37/ 38 \ Vect or

Figure 4-1 DCCP ACK Vector Option [17]

In Figure 4-1, the SS in each byte of the vectat ipdicates the state, which can be:
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0 Packet received (and not ECN marked).

1 Packet received ECN marked.

2 Reserved.

3 Packet not yet received.
The first byte in the first ACK vector option re$eto the packet indicated in the
acknowledgment number.
With ECN support, ACK Vectors return the networketged congestion information to
the source node. In addition to the ACK vector, ICAIso has a Data Dropped Option,
which indicates that some packets reported asvegeictually had their data dropped
before reaching the application. With the helphaf Data Dropped option, the sender is
able to further differentiate between network laed endpoint loss, so the sender’s
congestion control mechanism might be differentwHlioe sender responds to the Data
Dropped Option can be defined in the CCID. If thepihed packet is ECN marked, the

sender must respond to the ECN mark. The form#tigoption is shown in Figure 4-2:

Fomme - Fomme - Fome - Fome - Fome - Fome -

| 00100111| Length | Block | Block | Block

Type=39 \ Vect or

Figure 4-2 Data Dropped Option 1 [17]

The vector consists of a series of blocks, whialnespond to one of the choices shown

in Figure 4-3:
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01234567 01234567

S R e e i o S e e

| 0] Run Length | or | 1| Dr St| Run Len|

B R ol i s i NI T B el i T S R T
Nor mal Bl ock Drop Bl ock

Figure 4-3 Data Dropped Option 2 [17]
Normal blocks, with first bit O, indicate that argceived packets in the Run Length have
been delivered to the application. Dropped Blogk# first bit 1, indicate that received
packets in the Run Length were not delivered aalusihe reasons are indicated by the
three Dr[op] St[ate] bits:
0 Packet data dropped due to protocol constraints
1 Packet data dropped in the receiver buffer
2 Packet data dropped due to corruption.
3 Packet data corrupted, but delivered to the egiptin.
4 Packet data dropped because the applicationl@nger listening.
5-7 Reserved.
With the detailed packet drop information, a sercder treat random errors differently by

not decreasingwnd as dramatically as with a drop due to congestion.

4.2 State Diagram and Flow Chart

In our proposal, the sender has four states: No8tade, Congestion State, Failure State
(route change or link failure) and Error Stater{(smission error). After the connection

setup, the sender is in the Normal State. Uponwiecean ACK, the sender will check
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the ACK Vector Option, data dropped option and EL(RNy not be supported by certain
routing protocols). Assuming that ECN is suppodad ELFN is not supported, the

processing flow is shown in Figure 4-4.

Process ACK
Vector

Enter
Congestion
Control State

Enter Failure
State

Process Data
Dropped Option

Any Corrupted
Packet?

No

v

Still in Normal
State

Yes——]

Enter Error State

Figure 4-4 Flow Chart of Processing ACK
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The state transition diagram is as follow (withaethout ELFN):




Failure
A

ELFN
Loss (no ECN)
RTO expires

Loss (no ECN)
RTO expires

ELFN
Loss (no ECN)
RTO expires

No Gorruption

Congestion

Corruption (no ECN)

Figure 4-5 State Diagram of the Congestion Control
As described before, rate-based congestion castuded to avoid the frequent slow
starts. The most important task is to design tteeeguation for each state, which is the
key for throughput and fairness.
In the research of ATP [25], the packet queuing semling delay at each node is
calculated and the maximum delay is recorded ih packet. The receiver then
calculates the rate based on the delay informatiehfeeds it back to the sender. This
approach was studied on standalone Wireless Adnidtweorks without an access point
or gateway connecting to the wired networks. Whaoperating with a wired network,
the relationships between the delay and rate #exelt in the wired and wireless parts,
so the receiver cannot make decisions without kngwihere the maximum delay
happened. Also, intermediate nodes are workingaters, which process packets up to
the network layer. To record the delay informatdreach node through the path and
later to be used at the receiver for transportrlag@ditional effort is needed to make

changes at the intermediate nodes. So, the ATRagipis excluded from our solution.
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Similar to FAST TCP, in the thesis, the sender taans two RTT values, one is base
RTT (baseRTT), which is the minimum recorded RTAd &e other is exponentially
averaged RTT (avgRTT). Each time the sender gaedhe failure state, the baseRTT
will be reset by the round trip time of the prolaeket and its corresponding
acknowledgment, after being temporarily saved d$akeRTT. The sending rate after
the route establishment is proportional to baseRObaseRTT.

In the Normal State, the sender adjusts the rajggptional to baseRTT/avgRTT. In the
congestion state, when ECN mark without packet haggpened, the rate adjustment is
the same as in normal state. But when packet gpdned, the sending rate will halve.
This idea is based on FAST TCP for High-Speed LDBiggance Networks, which
showed proportional fairness under no congestianilol congested situations when
packet loss occurs infrequently.

In the Error State, the rate can[¥eate, calculated using the above equation, wpase
from %2 to 1 according to the error rate.

In the Failure State, probe packets are send aubtotor the network situation. The rate
of sending probe packets can be set to one paek&TO like in Fixed RTO, but it
should be studied further by experiments.

A simplified DCCP with rate-based congestion cansamplemented based on the TCP
implementation in NS2. Because wireless nodes dlsupgport ECN and the limitation of
getting network-detected link failure in NS2, tihheplementation has only two states:
Congestion State and Normal State.

In the implementation, ACKs are sent back to theleewhenever the receiver receives a

packet. ACKs have the ACK Vector option as spedifrethe DCCP specification. ACK
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vectors contain the packet information (whethey thiee received, not received or ECN
marked). Also, ACK Vector can be used to bring baékrmation of several packets to
make sure the sender receives the acknowledgntenight some ACKs may be lost. A
weighted average RTT (3/4* RTT +1/4*current RTTraculated using the timestamp
echo contained in the ACKs. The congestion windze E€wnd) is adjusted accordingly

using the control equation. The function used agtmulation is:

cwnd ={cwnd + (L+ (int)(1- cwnd * %))}

In the equationgdelay is the difference between newly calculated weiglateerage RTT
and baseRTT, which is calculated by weighted aweRIGT minus baseRTT. When
cwnd is 1, the equation will increaseind by 1each RTT; wheqdelay is zero, thewnd

is higher than 1, the equation will increase bya2kets per RTT.

A timeout timer (RTO) is set for the transmittectkets. Since the test scenario is static,
and no movement-caused packet drops are involkiedender enters Congestion State
whenever the timeout timer expires. In this Congesbtate, probe packets with only
headers are sent by the sender every RTO untilG i8 received. Upon successfully
receiving an ACK, the sender resets the RTT and®&$, sets the congestion window
size tocwnd*oldBaseRTT/baseRTT, and enters the Normal Staenag

An alternative design is to reset ttvend every RTT based on the average RTTs
collected and keep the samend for this RTT as in FAST TCP. This way of changing
cwnd is similar to the idea of TCP, so it may providiai@er sharing between DCCP and
TCP flows in some cases. The advantages of thedsgn are that the unfairness
caused by different RTT between flows is removed, iamay be more suitable for the

wireless situations where mobility is involved.
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4.3 Additional Considerations

Additional features, which the CCID may considee, discussed in this section.

4.3.1 ELFN
In the RFC of DCCP [17], there is no mention of BL§upport in DCCP. If
ELFN is supported, it should be considered in tlBEC Whether or not a change
to DCCP is needed should be further studied.

4.3.2 Retransmission and In-order-delivery
Because DCCP does not provide packet retransmiasidim-order-delivery, a
sub-layer implemented above the transport layer lbeayeeded to provide such
services, or it can be left to the applications.

4.3.3 TCP Friendly
TCP is the most widely used protocol on the InterAay new congestion control
mechanism should not cause the TCP flows to strffen bandwidth starvation.
The rate equation used in the thesis should béutigretudied to fulfill this

requirement.

4.4 Summary

Our proposal of the congestion control algorithracufor Wireless Access Ad Hoc
Networks are presented in this chapter. In theishdse detected network condition will
set the sender to different states, and the semtlexdjust the sending rate accordingly.
Network conditions, i.e. congested and failed, loametected through the use of ECN,
lower layer assistance, such as ICMP, and carefuljysted probe packets. Those probe

packets can also be used to detect the RTT on by mestablished route after the failure
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state and set the sending rate based on the nevaRd previous RTT. This will improve
the utilization of the link and decrease the paksitio overflow the bottleneck link of
the new route. The congestion control algorithmntzans an end-to-end congestion
control semantics, and it should meet the followgogls:
* Provide fair bandwidth share to flows of the sagpeetregardless the directions of
flows.
* The fairness among flows using newly designed cstimye control algorithm and
TCP flows should not worse than the fairness amic®g flows.
* The newly designed congestion control algorithmusthalso not decrease the
bandwidth utilization.
Our proposal uses DCCP as the base protocol aridnmepts the congestion control
algorithm as a new CCID within the DCCP framew@knmulation results of our

proposal will be presented in later chapters f@l@ations.
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Chapter 5

Performance Evaluation Criteria

5.1 Evaluation Criteria

To evaluate the performance of the designed coiogesbntrol mechanism with DCCP
in a combined Wireless Ad Hoc Access Network, tiwing criteria can be used:
* Throughput
Throughput is defined as the average data ratesofiece sending packets and
received by the receiver.
* Goodput
Goodput is the effective data rate as observethdyser. It is the actual
throughput that receivers received without thearetmissions.
* Fairness

Bandwidth sharing between flows of the same type.

5.2 Fairness

The Internet can be considered as a set of links fimite capacities as resources and a
finite number of sources as network users. To agoitgestion and packet loss in the
network, the rate allocated to each flow from semdeeceiver should be regulated. The
objective of bandwidth sharing or rate allocatisgénerally to use all available
bandwidth to the fullest while maintaining “fairrs8samong flows without causing

starvation of any flow. Fairness has many debnis; each fairness criterion regulates
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the bandwidth on a different basis. The most sifiegliis to allocate the same share of
bandwidth to each connection.

As a mathematical notion, fairness is presentezhagptimization problem, with the goal
of finding how to allocate the bandwidth that maizes the sum of each utilities
specified by a certain fairness criterion. Thisimtation approach generalizes the

concept of fairness.

5.2.1 Fairness Criteria

A fairness criterion describes how to allocate hadth fairly and how to measure it.
The basic fairness criteria are throughput maxitiona max-min fairness, proportional
fairness and potential delay minimization.
e Maximum throughput
The objective of the bandwidth allocation in thexmaum throughput fairness
criterion is to find the feasible rate allocatitmat maximizes the total throughput and
uses the network resources efficiently.
* Max-min fairness
Max-min fairness is the most commonly used debnitior the concept of fairness.
The objective is to maximize the minimum of theagivbandwidths. Each of the users
in the network has different demands but equal tiglthe resource. The Max-min
fairness scheme first allocates users with smd#enands, and then evenly
distributes unused resources to the users withehidémands.

* Proportional Fairness
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In proportional fairness, each session has ayutuiction, which is increasing
concave and continuous. The proportional fair altmn is the set of rates that
maximizes the aggregate without links used bey@pécity. It maximizes the
aggregate utility (optimum).

» Potential Delay Minimization

The objective of potential delay minimization isninimize the delay time used to
complete the full data transmission. This overelbg is inversely proportional to the
sending rate of the source, so the nature of pateteglay minimization is the

maximization of throughput.
5.2.2 Fairness Index

A fairness index is defined as a function of vaiigbof throughput across users. Jain’s
fairness index and the Max-min fairness index heemost widely used fairness
measures.

* Max-min Fairness Index

The Max-min fairness index is defined as follows:

— max |A=F
U= 1L
max | = |

where U is the maximum unfairnesA, is useri’s actual resource usage aRds

useri’s max-min fair share allocation of the resourcezatue of O indicates a
completely fair system.

» Jain’s Fairness Index [14]
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Jain’s fairness index, ranging from 0 to 1, is dedl as follows:

(ix)z
ni x?

U

where x is the normalized share allocation, which equadsattual allocation divided

by the optimal allocation (use any fairness criteyi An index value of 1 indicates a
completely fair condition.
Fairness is most frequently considered in a stagjane where a fixed set of source-
destination pairs share network resources forrdrester of infinite sized documents. In
reality, the number of flows in progress is higignamic. There is a very strong
interaction between the stochastic process desgribie numbers of flows in progress on
different network routes and the way in which théses share bandwidth. Very little is
known about the way fairness affects the perforrag@rceived by users.
Jain’s fairness index is used in this thesis tduata the bandwidth sharing fairness
among flows, because in the simulations, all flelwsuld have equal share of the
available bandwidth, which can be easily refledigdain’s fairness index. Equally
sharing of bandwidth also simplified the normali@atin Jain’s fairness index

calculation, because the optimal allocation forheftmw is the same, so the in above

equation becomes the actual bandwidth obtainecbly #ow.
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Chapter 6

Simulation Results and Analysis

The Network Simulator 2 (NS2) is used to conduetiprinary simulations and to
demonstrate the performance of our proposal. N&aliscrete event simulator for
networking research and provides simulation supfeoiransport protocols, routing and
multicast protocols over wired and wireless network

The test scenario used in the simulation is shawkigure 6-1. In the simulation, data are
sent from the wired node to the wireless nodes@l4) that are two hops away from the
access point; or from those wireless nodes to treowmode via the access point. All

wireless nodes are stationary in the simulatiohdAta flows are 10MB FTP flows.

Wired Mode

Flowy 1 Flowy 2
T A
1 | [
‘Wireless Mode Wireless Mode 2 Access Paoint ‘Wireless Mode 3 Wireless Node 4

Figure 6-1 Wireless Ad Hoc Access Network

All simulations in the thesis are conducted mudtipines to verify the coding. The
results provided in the thesis are from single $aton run results. Capturing and

analyzing simulation results of multiple runs candonducted in future works.
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The goal of simulations in this Chapter is to coregaerformance between the proposal
congestion control algorithm and TCP’s congestiontio| algorithm. Fairness index is
the main evaluation criteria in the comparison aféliable DCCP flow with TCP flow.
Throughputs are considered only as an indicatidhe@possible bandwidth utilization in
the simulations. Throughputs of reliable DCCP fleamsl TCP flows are compared in

Chapter 7.

6.1 Throughput Limitation

In IEEE 802.11, the cycle of packet transmissioshiswn in Figure 6-2 when RTS and

CTS are used.

RTSCTS

N L
___________ ____H 5 _Hr ___H______ CA—]
: L1Fs BO_RRTS | =lFs JOTS | SIS LDIATA SIFE JACK | DIFS B

---------------------- fime

W om

Repeabed cyclo of RTSCTS

Figure 6-2 Transmission for CSMS/CA with RTS/CTS

Control frames (RTS, CTS and ACK) and inter-fraimang (SIFS, DIFS and Backoff)
affect the maximum throughput offered by the IEER.81 networks. The maximum
throughput can be calculated as:

MSDU Sze

Throughput =
Delay per MSDU

MSDU is the MAC layer Service Data Unit; the defgr MSDU is the sum of
transmission of data, control bits, and all othelagl components.

Delay per MSDU =-I_DIFS + 3* TS!FS +TBO +TRTS +TCTS +TACK +TDATA
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In NS2, the transmission rate for data is set tMbps and control information is send at
2Mbps; DIFS is 5Qus; SIFS is 1Qus; average backoff time is 318 (minimum
contention window size 31, time slot|f); data packet length is 1540 bytes (including
IP header and TCP/DCCP headers). The MAC headdr ligytes, an RTS or CTS is 40
bytes long, and a MAC ACK is 38 bytes long. Sottireughput per link is (assuming a

propagation delay of O due to the close distang®des, relative to the speed of light):

1540* 8
Throughput = =6.12Mbps
P " 30+50+310, (2740+39 8 (1540+44*8 P

106 2%10° 11*10°

When higher layer acknowledgment is needed, sudlC&s the throughput is lower
because TCP ACKs are added into the transmissidmave the same transmission cycle.

So the throughput for a data flow which has an AGEKO bytes for each packet is:

Throughput =
1540* 8 _
2*@80+50+310 N [(2*40+38 *2)]* 8 N (1540+ 40+ 44%2) * 8 =4.19Mbps
10° 2+10° 11+1¢°

In Ad Hoc networks, when packets traverse a chbimodes, successive packets of the
same connection contend with each other alongttamc In Figure 6-1, when packets
are sent from wireless node 1 to the access pwirgless nodes 1 and 2 cannot transmit
at the same time, so the throughput is only, &t Be®f the maximum throughput.

The throughput limit also decreases when the rachosnterfere with each other beyond
the range at which they can receive correctlyhtndimulation, the correct receiving
range is set to 200m with interference range oh3=hd the distance between two

nodes is 150m. This means the transmission of ode oan be received successfully by
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the nodes adjacent to it, but can prohibit thesmaigsion of nodes two hops away from it.
In the network shown in Figure 6-1, within the Slae with radios (wireless nodes 1-4
and access point), if wireless node 1 and wiratesie 2 are transmitting and receiving
packets, the access point cannot transmit aftecé@ives CTS from node 2, also wireless
nodes 3 and 4 cannot transmit, because the RTSrfoal® 4 will collide at node 3 with
the signal from node 2. This situation indicatest @t most only 1/4 of the single hop
throughput is reached when the connection is froral@ss node 1 to node 4.

Because of the backoff mechanism used in the IHEE18 MAC, it is possible that
when a node stops transmitting and leaves the nfiediaanother node is still in the
backed off condition and does not start the trassiom until the backoff finishes. The
throughput decreases further due to the wastedimée Also, nodes in the middle of the
chain experience more contention than nodes arttie of the chain, so the end nodes
can transmit more packets than the middle node$ocavard. This uneven bandwidth
allocation can cause packet drops by the middidesiand affect the bandwidth. In [18],
when the radio transmission rate is 2Mbps, the oredsmaximum throughput in a chain
of nodes is only 1/7 of the single hop throughpbere a maximum ¥% of the single hop
throughput should be achieved theoretically.

To eliminate the affects of different MSDU headsrdths, the payload size at the
transport layer is used in all throughput calcolagiin the thesis from now. Using the
same formulas and payload size, the maximum thioutdglor a flow without ACK is:

1500+ 8
Throughput = =5.96Mbps
HanpY 30+50+310_ (2*40+3§*8 (1540+44*8 P

16 2*10° 11*10°

And the maximum throughput for a flow with ACK feach packet is:
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Throughput =

1500+ 8
2*(30+50+310) _ [(2*40+39 *2)]*8 _(1540+40+44*2) *8
10° 2%10° 11%10°

=4.09Mbps

In the simulation, different CBR flows using UDRearsed first to test the throughput
limit for the test setup. Each CBR flow sends gatekets (1500 bytes) from wireless
node 1 to node 4 using UDP. The tests showed timgbd@mum rate of 1.21 Mbps can be
achieved (Table 6-1). The maximum throughput froese simulations is smaller than %
of the calculated throughput, this further indisatieat the wireless media could not be

fully utilized mainly because of sender’s idle stdtie to backoffs.

CBR (Mbps) 1 |15 2] 5] 6] 8

Throughput (Mbps) | 0.996| 1.16| 1.17| 1.21| 1.21] 1.20

Table 6-1 UDP Flow Performance
10 MB FTP flows are used in the tests for TCP a@CP with a packet size of 1500
Bytes. Table 6-2 shows the throughputs using T@PARCP with congestion control.
Throughputs are calculated as the total payloagdafiall received packets within 1

second (including retransmitted packets for TCP).

Total Pkts|Received Pkts Throughput

TCP 6667 6682 0.412Mbp

\"ZJ

DCCP| 6667 5871 0.829Mbp$

Table 6-2 TCP/DCCP One Flow Performance
The diagrams below show the changes of throughguaisthe transmission time for both

the single TCP flow and the single DCCP flow.
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TCP - Single Flow
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Figure 6-3 TCP Performance: Single TCP Flow

DCCP - Single Flow
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Figure 6-4 DCCP Performance: Single DCCP Flow

The NS2 tracing functions generated traces for @até&ndling events from the MAC
layer to the transport layer on each node. Peiptscwere used to process traces, which
selected packets at different layers for detaitadys By analyzing the simulation trace,
it is found that the contention of the wireless rmadcauses TCP flows to backoff when
the sender fails to receive CTS or ACKs in a tinmagnner. The TCP sender decreases
cwnd and stops transmission in the backoff period efoee the throughput over time

fluctuates, and the overall throughput is decrea®adhe contrary, the DCCP flow
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removes the Binary Exponential Backoff. It usesastant backoff value and probing
packets to detect the medium availability, and egs a better throughput. DCCP
throughput from the simulation is again less thaof¥he calculated maximum
throughput, this is also mainly due to the idlen@ss$he wireless media because senders

remain in backoff state when other nodes have stpansmission.

6.2 TCP Performance

In the simulations, an IN flow is a connection fréime wired node to the wireless nodes
(1 or 4), and an OUT flow is a connection from #ieeless nodes (1 or 4) to the wired
node.

TCP performance is studied first to confirm theutessshown in [29]. In the simulation,
the radio data rate is set to 11 Mbps and throuighgne calculated as the total payload
size of all received packets within 1 second (ideig retransmitted packets for TCP).
The simulations show the same result as thosetexpor [29]. When the two flows are
both IN (Figure 6-5), they share the medium alnfiaisty: one IN flow finished the

transmission shortly after the other IN flow.
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TCP - Two IN Flows
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Figure 6-5 TCP Performance: Two IN Flows (RTTO110 ms)
When there are two OUT flows, the wireless chamnabt shared fairly, as shown in
Figure 6- 6, one OUT flow occupied the whole barditviafter the other flow
experienced losses and finished the transmissianbbefore the other flow. The trace
from the simulation shows that, after failing teesvze an ACK in time for one OUT flow
(here OUT flow 2), the sender of OUT flow 2 wentbifexponential Backoff mode, and
OUT flowl obtained more bandwidth. With the re-gamssion timer increasing
exponentially, OUT flow 2 failed to contend with @Wlow 1 and remained quiet for an
extended period of time. OUT flow 2 re-started sraissions after the backoff timer

expires.
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TCP - Two OUT Flows
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Figure 6-6 TCP Performance: Two OUT Flows (RTTO110 ms)
While one IN flow and one OUT flow co-exist, the fldw uses more bandwidth than
the OUT flow (Figure 6-7). By analyzing the trdde of the simulation, it is shown that,
while the IN flow is transmitting from the wired de to wireless node 1, wireless node 4
is the hidden node and RTSs from node 4 collideir@less node 3, so TCP packets of
the OUT flow which are queued in node 4 experidasses as the result of MAC layer
collisions; when the OUT flow is transmitting, n@deand 2 have more ACKs dropped
by the MAC layer. Because of the cumulative natdfrACKs in TCP, effects of ACK
drops can be corrected by later ACKs. In contidrstps of TCP packets will cause the
TCP sender to backoff the transmission, and becoawtive for longer periods,
increasing the exponential backoff value. So thE @ow transmits less than the IN

flow as shown in Figure 6-7.
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TCP - IN/OUT Fows
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Figure 6-7 TCP Performance: IN Flow/OUT Flow (RTTO110 ms)
The unfairness becomes more severe when the R3nbrger for the IN/OUT flow
scenario. In Figure 6-8, when the RTT is arounch§dhe IN flow almost completely
occupies the whole bandwidth, and the OUT flow drdapsmits after the IN flow
finishes. With a shorter RTT, when the OUT flow expnces a packet loss, the IN flow
gains a faster increase in the window size and mmees link capacity, and further causes

the OUT flow to backoff.
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Figure 6-8 TCP Performance: IN Flow and OUT Flow (R'T 060 ms)

Table 6-3 lists the throughputs in the simulatiand the fairness index calculated by
Jain’s Fairness Index. In the first part of theléaoverall throughputs are the average
long-term throughput by each flow, calculated basedhe time needed by each flow to
finish the 10M data transfer. The second part eftétble lists the throughput of each flow
during the period they are both active, i.e., basethe time it takes to complete the
faster of the two flows. The Fairness Index calates are obviously only meaningful in

that latter case.
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Overall Throughput Both IN Both OUT IN/OUT IN/OUT
(Mbps) (110ms) (110ms) (110ms) (60ms)
Flow 1 0.70 0.84 1.12 1.37
Flow 2 0.76 0.49 0.62 0.71
Both IN Both OUT IN/OUT IN/OUT
Throughput (Mbps) (110ms) (110ms) (110ms) (60ms)
Flow 1 0.65 0.84 1.12 1.37
Flow 2 0.76 0.33 0.10 0.02
Sum 1.41 1.17 1.21 1.38
Jain's Fairness Index 0.994 0.840 0.585 0.514

Table 6-3 TCP Performance: Throughputs and Fairnes

6.3 Performance of DCCP with Congestion Control

Figures 6-9 to 6-12 show the simulation resultswfproposed congestion control
algorithm. In all situations (both IN, both OUT,caiN/OUT flows), the two flows

present good long-term fairness on bandwidth spafihere are two reasons
contributing to the improvement in fairness. In tiplementation, no in-order packet
delivery and packet retransmission are requirad;nfeans all packets dropped along the
route have no effects on later packet transmisdiba.second reason is, when timeout
happens, the sender sends out probe packets eV€ryde there is no large inactive
period caused by the exponential backoff timer. 3éxeere unfairness shown by TCP
during a shorter RTT is corrected. In Figure 6th2,IN/OUT flows are sharing the
bandwidth fairly when RTT is around 60ms. This shdhat the long-term unfairness is

not affected by the RTT.
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DCCP - Two IN Flows
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Figure 6-9 DCCP Performance: Two IN Flows (RTTL10 ms)
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Figure 6-10 DCCP Performance: Two OUT Flows (RTTJ110 ms)
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DCCP - IN/OUT Flows
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Figure 6-11 DCCP Performance: IN/OUT Flows (RTTO110 ms)
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Figure 6-12 DCCP Performance: IN Flow/OUT Flow (RTTO60 ms)
The throughputs and fairness index for DCCP withgastion control are given in Table
6-4, which indicates the improvement in both thetighputs and fairness compared to
TCP (Table 6-3). DCCP with congestion control ffergher throughputs because of
less wasted time in backoff and smooth congestiodaew size adjustment used in the

proposed congestion control mechanism. Instead@flowing the channel and halving
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the congestion window size, the new congestionrobriionitors the delay and updates

the window size on a per packet basis.

Overall Throughput Both IN Both OUT IN/OUT IN/OUT
(Mbps) (110ms) (110ms) (110ms) (60ms)
Flow 1 0.85 0.87 0.97 0.93
Flow 2 0.83 0.87 0.83 0.83
Both IN Both OUT IN/OUT IN/OUT
Throughput (Mbps) (110ms) (110ms) (110ms) (60ms)
Flow 1 0.85 0.87 0.97 0.93
Flow 2 0.80 0.87 0.77 0.80
Sum 1.66 1.74 1.73 1.73
Jain's Fairness Index 0.999 1.000 0.987 0.994

Table 6-4: Performance of DCCP with Congestion Comol: Throughput and

Fairness

6.4 Combined TCP and DCCP Flows

Compared with TCP’s congestion control, our propd3€CP with congestion control
algorithm shows improved inter-flow fairness onambination of IN and OUT flows.

In the current Internet, a majority of flows us&SPrand UDP, so it is also important to
study the inter-protocol fairness between DCCP $land TCP flows and between
DCCP flows and UDP flows. In this section, the gliation results of combined TCP and
DCCP flows are presented and discussed.

6.4.1 Both IN Flows

In the simulation of combined TCP and DCCP flowkew combined TCP IN and DCCP

IN exist, the bandwidth sharing is different witiffefent RTTs. Figure 6-13 shows the
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results of two IN flows when RTT is around 110ms &igure 6-14 show the result when
RTT is around 60ms. Figure 6-13 shows that, wherRRT is around 110 ms, the TCP
IN flow and the DCCP IN flow share the medium altfagly. Figure 6-14 shows that,

when RTT was 60 ms, the TCP IN flow took more baiadthv

DCCP and TCP - Two IN Flows
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Figure 6-13 TCP/DCCP: Two IN Flows (RTTO110 ms)
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Figure 6-14 TCP/DCCP: Two IN Flows (RTTO60 ms)
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The throughputs of the two flows get closer whemRA T is longer. This is because of
the different congestion window sizennd) adjustment mechanisms used in TCP and
DCCP congestion control. Tluend is increased by 1 segment during the congestion
avoidance phase in TCP and adjusted accordingtddlay of every received ACK in
DCCP. Figure 6-15 shows tleeind samples for the DCCP flow and Figure 6-16 shows
thecwnd and slow start threshold samples for the TCP fidwen RTT is around 110ms.
Figure 6-17 shows thevnd samples for the DCCP flow and Figure 6-18 showswnd
and slow start threshold samples for the TCP fldvenvRTT is around 60ms. TCP
increases itswnd slower when RTT is longer (Figures 6-15 and 6drg) DCCP can get
more bandwidth by working at a largevnd. When RTT is shorter (Figures 6-17 and 6-
18), TCP’scwnd increases faster and leaves less bandwidth tD@@P flow, which is

working at a smallecwnd.
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6.4.2 Both OUT Flows

When the two flows are both out flows, the DCCRVflends to use the bandwidth fully

and starves the TCP flow as shown in Figure 6-1%s 1§ because of the removal of in-

order delivery and exponential backoff in DCCP’sgestion control.
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DCCP and TCP - Two OUT Flows
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Figure 6-19 TCP/DCCP: Two OUT Flows (RTTO110 ms)

6.4.3 IN/OUT Flows

When both IN and OUT flows exist, the unfairnessMeen IN and OUT flows still
exists. In the DCCP IN flow and TCP OUT flow comdtiion, the DCCP IN flow uses
more bandwidth than the TCP OUT flow. Similar te TiCP IN/OUT flows scenario, the
TCP IN flow looses more data packets and the DCOF @ow looses more ACKSs, so

the IN flow is affected more. Figure 6-20 shows ttim®ughput difference between the

two flows.
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DCCP and TCP - IN / OUT Flows
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Figure 6-20 TCP/DCCP: DCCP IN Flow/TCP OUT Flow (RTT 0110 ms)
When a TCP IN flow coexists with a DCCP OUT flowetunfairness is improved
compared with TCP IN/OUT flows combination. The noypement in fairness is mainly
because DCCP does not provide reliability and nstrassion, so the lost packets are

simply dropped during the transmission. Figure 6R2adws the throughput difference

between the two flows.

DCCP and TCP - IN / OUT Fows
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Figure 6-21 TCP/DCCP: DCCP OUT Flow/TCP IN Flow (RTT 0110 ms)
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The throughput and fairness of DCCP and TCP fl@agiven in Table 6-5.

Overall Throughput IN/OUT IN/OUT
(Mbps) Both IN (110ms)| Both OUT (110ms) | (DCCP IN) (TCP IN)
DCCP Flow 0.764 1.675 1.443 0.728
TCP Flow 0.755 0.423 0.702 0.843
IN/OUT IN/OUT

Throughput (Mbps) Both IN (110ms)| Both OUT (110ms) | (DCCP IN) (TCP IN)

DCCP Flow 0.764 1.675 1.443 0.699
TCP Flow 0.747 0.071 0.118 0.843
Sum 1511 1.747 1.561 1.541

Jain's Fairness Index 1.000 0.542 0.581 0.991

Table 6-5 DCCP/TCP Throughputs and Fairness

6.5 Combined UDP and DCCP Flows

The unfairness is more severe when there are GaWsfin the simulation and the most
unfair bandwidth sharing happens when the TCP &b@®flows are both OUT flows.

In the simulations for mixed flows, when the TC&ilis the OUT flow, the unfairness is
also rather severe. The reason is that a DCCPiflamore competitive to obtain more
bandwidth compared with a TCP flow. This is alsowh in the simulations when a TCP
or DCCP flow coexists with a UDP flow (1.6MBps CBIBw), as shown in Figures 6-22

and 6-23, in which the two flows are both OUT.
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DCCP and UDP - Two OUT Flows

1.4
~ 1.2 -
2 o LM s AN A LA,
S o0 e “-'ﬁwﬁl&wngmr—
2 06
S .l
8 04
£ 02

0.0 : : : : : : : : : :

0O 10 20 30 40 5 60 70 8 90 100 110
Time (s)
—+— DCCP Flow—=— UDP Flow\
Figure 6-22 UDP/DCCP: Two OUT Flows (RTTO110 ms)
TCP and UDP - Two OUT Flows

1.2
% 10
I3 MW—MW—WN
s 08
‘g 0.6
N
2 04 d
S WA Al Man A ada Am AM arlalladl,
F “WH VV yeivy ﬁ Vl‘ N

0.0

60

0 10 20 30 40 50 70 80 90 100 110

Time (s)

| ——TCP Flow—=— UDP Flow|

Figure 6-23 UDP/TCP: Two OUT Flows (RTTO110 ms)

6.6 Conclusion

It is demonstrated in the simulations that DCCWfldnave good inter-flow fairness due
to the modified congestion control algorithm, whicdes a rate based window control
algorithm based on the feedback from the acknowleigs, and keeps a constant

backoff timer according to the network conditionh&4 DCCP flows coexist with TCP
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flows, DCCP flows starve the TCP flows only whearthis an OUT TCP flow, and
DCCP flows have better throughput when co-existiith UDP flows. The results show
that the proposed congestion control algorithmfo#il the requirements specified in
Chapter 4.5: flows using the proposed congestiotrobalgorithm share the bandwidth
almost fairly regardless of where the senders\&heen co-existing with TCP flows, the
bandwidth sharing shows similar fairness issuqauas TCP flows, and the unfairness is
more severe in these cases, this means that thdriBDRliness of the proposed
congestion control algorithm should be further sddnd improved if possible.

These simulation results indicate that our propasedjestion control mechanism used in
the Wireless Ad Hoc Access Network can achieveebétindwidth utilization and
improved efficiency when used for applications,lsas streaming audio or video
transmission, compared with using UDP, which hasargestion control and can cause
severe congestion. DCCP with the designed congestintrol algorithm can potentially
replace TCP and UDP for transmissions of real tongio and video traffics. With

further study and improvement on providing in-ordelivery of packets, our proposal
may also have the potential to replace TCP in Wa®lAd Hoc Access Networks.
Chapter 7 discusses our extension to the basic Oge@Bcol to provide for reliable, in-

order delivery.
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Chapter 7

Implementation and Simulations of Reliability on DQCP

Transmission Control Protocol (TCP) provides rdgakend-to-end, in-order delivery of a
data stream. TCP's reliable transmission has thh@mg properties:

* TCP provides buffered transfer and allows the appbn programs to send data
in any size. At the sender side, data from appbtogirograms are buffered and
segmented; at the receiver side, TCP segmentsuffiezddl and re-integrated
before delivering them to the application prograBata segments are numbered
sequentially according to the number of bytes.

» TCP receivers are able to detect lost and corruphdedtets and request
retransmissions of those packets by acknowledgement

» TCP receivers are able to detect and delete dupdiqzackets.

» Each TCP connection is a bit stream. The recelebvers exactly the same data
to the application programs as what the senderssend

Although Datagram Congestion Control Protocol (DEGRiesigned for applications
which do not need reliability, it has features whoan be used to implement reliable
transmission based on DCCP:

» The DCCP header has a sequence number for each BEqRest or DCCP
response packet. Senders and receivers use thimation to detect whether

packet losses have happened.

88



» The DCCP header includes a checksum field, whiels tlee same algorithm as
TCP’s checksum algorithm. Packets with invalid ¢seen are identified as
corrupted.

» DCCP’s ACK vector option provides packet loss aoduption information to
DCCP senders.

Both DCCP and TCP are end-to-end sliding windowiquaols. Data packets are
transmitted in both directions: packets are semhfthe senders to the receivers and
acknowledgements are sent from the receivers teghders. Senders are allowed to send
a window of packets before receiving the acknowteelgt. This window starts at a
constant size and is later controlled by the camgesontrol algorithms implemented in
the protocols. Acknowledgments are valid when sega@umbers of acknowledged
packets are within the range of the current windbavimplement reliable transmission
based on DCCP and provide a comparable level iabibly as TCP does, the following

functions should be added to DCCP:

Buffering of received packets at the receivers

Retransmission of lost or corrupted packets bystdrelers

Detection and deletion of duplicated packets atdceivers

In-order delivery of received packets to the agtian program at the receivers.

7.1 Implementation of Reliable Transmission

To provide end-to-end, reliable transmission, bsfiae implemented at both the
sender’s side and the receiver’s side for a DCOW.fThe sender buffer keeps track of
the packets which are sent by a DCCP sender, aneteiver buffer records information

of received packets at the DCCP receiver. A bufemplemented as a linked list using
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C++in NS2. Information in the list is used forregtsmission at the sender and in-order
packet delivery at the receiver. Information in theeiver’s list is also used to build the
acknowledgment and ACK vectors. The section bellustrates how the lists are used to

provide reliable transmission.

7.1.1 Initial State and Normal Transmission

The initial state of the buffers is as shown inufey7-1, each of the lists has a pointer

pointing to the list head.

List List
Head Head
(Sender) (Receiver)

Figure 7-1: Initial State of the linked list at the Sender and the Receiver
When the sender sends a packet, a list membede&lad the sender list, with the status
of the acknowledgement as Not Acknowledged. Whestaiver receives a packet, a list

number is added to the receiver’s list, with tlatLst as received.

List List
Head Head
(Sender) (Receiver)

Pkt O -
Pkt. 0 Pkt. 0
<«——Ack 0[0]

Figure 7-2: Packet No. 0 is added to linked liststdhe Sender and the Receiver

After the receiver sends an ACK, the list is checkad all list members received in
sequence up to this moment are handed to the apphcand deleted from the list.
Similarly, after the sender received the acknowdmadgnt, the ACK vector is parsed, all

packets being acknowledged as received are mark#éukilist, then the list is checked
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and all in sequence packets marked as receivededeted from the list. After this, the
congestion window is checked. When the number tdtanding packets in the network
is within the congestion window, new packets wi#l tsransmitted. As an example, the
packet with sequence number 1 is sent and theafishe sender’'s side adds a new
member, packet number 1. After the receiver sububgseceived this packet, the
receiver’s list adds packet number 1 as well. Tpaated lists at sender and receiver are

show in Figure 7-3.

List

List

Head Head
(Sender) (Receiver)
Pkt 1
Pkt. 1 Pkt. 1

<« Ack1[1]

Figure 7-3: Packet No. 1 is added to linked liststahe Sender and the Receiver

7.1.2 Loss Scenario: Data Packet is lost during thEransmission

Figure 7-4 shows a scenario where packet numbeta3t.

List List
Head Head
(Sender) (Receiver)

Pkt 2
Pkt. 2 Pkt. 2
<——Ack2[2]
Pkt. 3 3¢ Pkt 3 2z

Figure 7-4: Lost Packet: linked lists at the Sendeand the Receiver

When the congestion window size is 2, after reogithe acknowledgement of packet 2,
the following in-sequence packet (number 4) is dBnthe sender. When the receiver
receives packet number 4, it checks the last redepacket number (recorded by the

receiver), and finds that there is a packet whi@s Wost before the currently received

91



packet. The receiver creates a list member for ltis¢ packet with the status Not
Received. The receiver also creates a list memirethe received packet with status
Received. The acknowledgement is sent by the recewth an ACK vector indicating

packet number 3 is lost and packet number 4 iswved€Figure 7-5).

List List
Head Head
(Sender) (Receiver)

Pkt. 3
Pkt. 3 Ix]
Pkt. 4 Pkt 4 > Pkt. 4
<«——Ack 4 [4] [3X]

Figure 7-5: ACK Vector for Lost Packet: linked lists at the Sender and the Receiver

When the sender receives the acknowledgementysepdhe ACK vector and updates
the packet number 3 as Not Received and packet enuinds Received. When the sender
is ready to send out packets, it first checkseféhare packets marked as Not Received in
the buffer. If so, the sender will re-transmit thgeckets first if they have not previously
been retransmitted. If a lost packet has beennstdated, the sender will check the
retransmission timer associated with the retrariethipacket, if the timer expires, the
sender will send the lost packet immediately. Téteansmission timer value is set as the
sum of average RTT and 8 * average RTT varianc&lwis calculated by:

RTT variance = % *old_RTT _variance + ¥ * new_RTTriaace

where new_RTT_variance is the delta between new BId average RTT. The initial

value of the retransmission timer is set to 6 sdson
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Figure 7-6 depicts the scenario that the sendsenes packet number 3 and sends packet
number 5 after the retransmission of packet nurBb&cknowledgements are sent to the

sender after the receiver receives the packets.

List List
Head Head
(Sender) (Receiver)

Pkt 3 »
Pkt. 3 Pkt. 3
<——Ack 3[3]
Pkt. 4 Pkt. 4
Pkt. 5 Pkt 5 > Pkt. 5
<«——Ack 5 [5/4]

Figure 7-6: Retransmission of Lost Packet: linkedists at the Sender and the
Receiver
7.1.3 Loss Scenario: ACK is lost during the Transngision
Acknowledgements can also be lost during the trassan. Figure 7-7 shows that

packets number 6 and 7 are both received by tleever¢c but ACK loss occurred.

List List
Head Head
(Sender) (Receiver)

Pkt 6 »
Pkt. 6 Pkt. 6
<«——Ack 6 [6]
Pkt 7 >
Pkt. 7 Pkt. 7
«—X—Ack 7 [T—HX—

Figure 7-7: Lost ACK: linked lists at the Sender an the Receiver

When the ACK of packet number 7 is lost before In@agthe sender, the sender assumes

there is one outstanding packet (number 7) in gteork. If the congestion window is 1,
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the sender will retransmit this packet after theeti expires. If the congestion window is

greater than 1, the sender will send out new pac®show in Figure 7-8.

List
Head
(Sender)

List
Head
Pkt. 7 (Receiver)
Pkt 8 > Pkt. 8
Pkt8 | «—— Ack8I8]

Figure 7-8 Transmission of new packet: linked listat the Sender and the Receiver
After the sender receives the acknowledgementdokgt number 8, which has the ACK
vector containing information only for packet numBeit will mark packet number 7 as
received. All in sequence packets marked as redeixee handed to the application in the

receiver and deleted from the lists at both the&lseand the receiver.

7.2 Simulations and Analysis

Simulations are conducted to verify the performavicine Reliable DCCP with rate
based congestion control. The test setup is the s&none used in simulations for TCP
and DCCP in Chapter 6.

First, a single flow traversing a chain of nodefi¢ps) was tested. The throughputs
including retransmitted packets are provided inl&@&bl, which also includes previous
test results for a single TCP flow and a single PGEw. The DCCP flow with
reliability implementation has lower throughputrnitae unreliable DCCP flow because
the sender of the reliable DCCP implementation s¢edletect lost packets or

acknowledgements and retransmits lost packetsakepgnot acknowledged positively.
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Total Pkts | Received Pkts| Throughput| Goodput
TCP 6667 6912 0.447Mbpg  0.444Mbps
DCCP 6667 5871 0.829Mbpg  0.829Mbps
Reliable DCCP 6667 8801 0.765Mbpyg  0.629Mbps

Table 7-1 Single Flow Performances

The diagram below shows the changes of throughgerttbe transmission time of the

single reliable DCCP flow.
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Figure 7-9 Reliable DCCP Performance: Single Relidb DCCP Flow

7.2.1 Reliable DCCP Flows

Similar to previous simulations, an IN flow is ano@ction from the wired node to the

wireless nodes, and an OUT flow is a connectiomftioe wireless nodes to the wired

node. Figures 7-10 to 7-12 are the throughput dragrfor tests of two IN flows, two

OUT flows and one IN and one OUT flow. The simuas for reliable DCCP flows

show similar bandwidth sharing patterns as the ksitimns for DCCP flows, i.e. the two
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flows can share the bandwidth almost fairly intedit cases. The average throughputs for

Reliable DCCP are lower than the throughputs foCPGlows, as already shown above.

Reliable DCCP - Two IN Flows
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Figure 7-10 Reliable DCCP Performance: Two IN FlowgRTT 0110 ms)
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Figure 7-11 Reliable DCCP Performance: Two OUT Flow (RTT 0110 ms)
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Reliable DCCP - IN/OUT Flows
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Figure 7-12 Reliable DCCP Performance: IN/OUT FlowgRTT 0110 ms)
Table 7-2 lists the throughputs in the simulatiforsboth IN flows, both OUT flow and

IN/OUT flows, and the fairness index in those testieulated by Jain’s Fairness Index.

Overall Throughput Both IN Both OUT IN/OUT IN/OUT
(Mbps) (110ms) (110ms) (110ms) (60ms)
Flow 1 0.71 0.75 0.72 0.84
Flow 2 0.71 0.78 0.81 0.83
Both IN Both OUT IN/OUT IN/OUT
Throughput (Mbps) (110ms) (110ms) (110ms) (60ms)
Flow 1 0.71 0.75 0.72 0.84
Flow 2 0.71 0.79 0.77 0.69
Sum 1.42 1.53 1.49 1.53
Jain's Fairness Index 1.000 0.999 0.999 0.990

Table 7-2 Reliable DCCP Performance: Throughputs ath Fairness
The comparison of Table 7-2 and Table 6-3 TCP perdoce: throughputs and fairness
shows that Reliable DCCP flows achieve better thhputs and fairness among flows.

The aggregate throughputs given by row Sum fotebts of reliable DCCP flows are
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higher than the aggregate throughputs in TCP’s.tdsin’s fairness indexes in Table 7-2

are all close to 1, which indicates a fair shanhgetwork bandwidth by the two flows.

7.2.2 Combined TCP and Reliable DCCP Flows

In this section, the simulation results of combifi€ZP and reliable DCCP flows are
provided. Figures 7-13 to 7-16 are the througljpagrams for tests of two IN flows,
two OUT flows and one IN and one OUT flow of comdginTCP and reliable DCCP
flows. The simulation results show that, when Hitvs are IN flows, they share the
media almost fairly: one IN flow finished the tramssion shortly after the other flow;
when both are OUT flows, the DCCP flow uses morgdadth than the TCP flow: the
DCCP flow always finished the transmission firstléine TCP flow was almost stopped
during the transmission of the DCCP flow; and whet©OUT flows co-exist, the IN flow
always uses more bandwidth than the OUT flow. Hasons are the same as we

discussed in Chapter 6.

Reliable DCCP/TCP - Two IN Flows
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Figure 7-13 TCP/Reliable DCCP: Two IN Flows (RTTO110 ms)

98



Reliable DCCP/TCP - Two OUT Hows
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Figure 7-14 TCP/Reliable DCCP: Two OUT Flows (RTTO110 ms)
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Figure 7-15 TCP/Reliable DCCP: DCCP IN Flow/TCP OUTFlow (RTT 0110 ms)
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Reliable DCCP/TCP - IN/OUT Flows
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Figure 7-16 TCP/Reliable DCCP: DCCP OUT Flow/TCP INFlow (RTT 0110 ms)
The throughputs of combined Reliable DCCP and TIGWs are given in Table 7-3.
Comparing the simulation results of combined DC@HTlows in Chapter 6 (Table 6-5)
and combined Reliable DCCP/TCP flows, it is foundttthe aggregate throughputs in
the simulations of reliable DCCP are less tharatigregate throughputs in the
simulations of unreliable DCCP. Similar to unrel@BCCP, reliable DCCP also has

fairness issues when the flows include an OUT TI6W.f
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Overall Throughput Both IN Both OUT
(Mbps) (110ms) (110ms) IN/OUT (DCCP IN) IN/OUT (TCP IN)
DCCP Flow 0.76 1.44 1.12 0.67
TCP Flow 0.68 0.66 0.57 0.89
Both IN Both OUT
Throughput (Mbps) (110ms) (110ms) IN/OUT (DCCP IN) IN/OUT (TCP IN)
DCCP Flow 0.76 1.44 1.12 0.61
TCP Flow 0.69 0.05 0.05 0.89
Sum 1.45 1.49 1.18 1.50
Jain's Fairness Index 0.998 0.535 0.545 0.966

Table 7-3 Reliable DCCP/TCP Throughputs and Fairngs

7.3 Conclusions
Comparing the simulation results of TCP flows andeliable DCCP flows in Chapter 6
and reliable DCCP flows in this chapter, the sirtiates show the following
characteristics of reliable DCCP implementation:
When both flows were either both TCP, both DCCHaih reliable DCCP flows:
» Reliable DCCP flows have higher throughputs thaf® Tiows.
* Reliable DCCP flows have lower throughputs than PGIOws.
* Reliable DCCP as well as DCCP provides improveerifibw fairness,
independent of the flow directions.
When tested jointly with TCP flows,
» Reliable DCCP and TCP flows have similar overaibtighputs as only TCP
flows

* Reliable DCCP and TCP flows have similar fairnesssies as only TCP flows
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The above conclusions show that the proposed cbage®ntrol algorithm fulfills the
following requirements specified in Chapter 4.5:
» Flows using the proposed congestion control algorishare the bandwidth
almost fairly regardless of where the senders are
» The bandwidth utilization is improved using the pweed congestion control
algorithm.
Similar to the unreliable DCCP flows, when co-éxrigtwith TCP flows, the bandwidth
sharing of reliable DCCP flows shows similar fagaéssues as pure TCP flows, and the
unfairness is more severe in these cases, thissieainthe TCP-friendliness of the

proposed congestion control algorithm should bth&rrstudied and improved if possible.
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Chapter 8

Conclusions and Future Work

In this thesis, a congestion control algorithm gddCCP for a Wireless Ad Hoc Access
Network is developed and tested using the NS2 sitoulin the thesis, the reasons of
throughput degradation and unfairness among flonsnwsing TCP in a Wireless Ad
Hoc Access Network were studied and simulationgewenducted to verify the
performance of TCP. The thesis introduces sevecant transport layer protocols, and
current bandwidth estimation algorithms, which tleebasis for designing the congestion
control algorithm in this thesis. The proposed @stign control algorithm is based on
DCCP, because DCCP allows the selection of a ctingesontrol algorithm according

to different applications and has many featurdsetosed in the congestion control
algorithm, such as ACK Vector, which carries spegtcket information in the
acknowledgement, options for RTT calculation, whintiudes Time Stamp and Time
Stamp Echo options, and options to identify pati&tes not because of network
congestions. The proposed congestion control dhgoris based on state transitions due
to different types of failure scenarios: networkgestion, packet loss, or transmission
errors, which are differentiated with the help @édback from the network where
appropriate. The algorithm controls the transmissaie by maintaining two RTT
variables: base RTT and average RTT. Becausesdintitations of NS2, the
implementation of the congestion control algorithmNS2 only detects packet losses
due to collisions on the wireless media. All nogtethe simulations are static to

eliminate route changes.
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The thesis presents an implementation for DCCP eatigestion control and reliability
to provide lost packet detection and retransmissidmich is not provided by the basic

DCCP framework. Comparing the proposed congestortrol algorithm in unreliable

DCCP implementation and reliable DCCP implementatibe thesis has the following
conclusions:

» Reliable DCCP provides better inter-flow fairnessoag Reliable DCCP flows.

* Reliable DCCP flows can achieve better throughpuitsn they are only DCCP
flows.

* When mixed with TCPs flows, reliable DCCP showsilsinfairness issues as
scenarios with TCP flows only and the unfairnesadse severe compared with
pure TCP flows when unfairness exist.

Flows with the new congestion control algorithntedsn the simulations had Jain’s
fairness index greater than 0.95 in all combinatjavhere TCP flows may have a
fairness index of less than 0.6. The unreliableCPG@mplementation achieved better
bandwidth utilization and similar fairness as thepgmsed reliable DCCP implementation.
Those improvements in fairness and bandwidth atilin showed that DCCP with the
designed congestion control algorithm can potdgtraplace TCP and UDP for
transmitting audio and video applications, and whih implementation of reliability
similar to what TCP provides, the reliable DCCPhvtie designed congestion control

algorithm have the potential to replace TCP at \&g® Access Ad Hoc Networks.

The thesis can be further extended in the follovérepns to verify and improve the design:

» Perform more simulation runs to verify the testftss
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Add in node mobility to the simulations and stutlg tmpact of additional loss
scenarios caused by broken links during the trassion on throughput and
fairness achieved by the proposed algorithm.

Perform simulations with different network setupsch as infrastructureless Ad
Hoc Network with more hops between the sender ecéivers.

Further study and improve throughput and fairndssnamixed Reliable DCCP
and TCP flow are co-existing.

Further adjust the rate control formula and retnaigsion timer to optimize the
packet sending rate. Study its impact on the iptetocol fairness between DCCP
flows and TCP flows.

Adding new features to the implementation in tmewation: such as support of
ECN, to provide additional information for the sentb identify network
condition and to adjust the sending rate accorging|

Implement the design on a test bed to verify theufation results.
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Appendix A
In Appendix A, the existing proposals to improve throughput and fairness problems

of TCP over Mobile Ad Hoc Network are introduced.

A.1 Existing TCP Proposals in Ad Hoc Networks

A.1.1 TCP with ELFN (Explicit Link Failure Notifica tion)

[11] presents the analysis of the use of explick failure notification on the
performance of TCP over Mobile Ad Hoc networks. Diwective of ELFN is to provide
the TCP sender with information about link and eofatilures so it can respond properly.
There are several ways in which ELFN messages eamfiemented. The first one is to
use the “host unreachable” ICMP message as a rotitbe TCP sender. If the routing
protocols send route failure messages, then theencain be piggy-backed on these
messages. In [11], DSR’s route failure messageodified to carry a notice similar to
the “host unreachable” ICMP message.

Upon receiving a route failure notice, the TCP serahters a “stand-by” state and
freezes all timers. A probe packet is sent peradtyido probe the network to see if the
route has been reestablished. If an ACK is receitred TCP sender leaves the “stand-by”
state, restarts the data transmission and resumest The study shows significant
throughput increase with the use of ELFN. But tineusation is conducted with DSR and
one TCP flow only.

When multiple flows exist, [2] shows that this apgeh cannot achieve throughput
improvements, and it even degrades the performastiee mobility rate increases. It

shows that, when the probing is conducted by ségermections, the flooding of probe
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packets increases the congestion of the netwosda when a new route is calculated, the
TCP sender restarts to send at the old rate. Tingestion window is estimated
inaccurately. When the congestion window is ovéaregtd, network congestion is likely

to happen.

A.1.2 TCP-Feedback

TCP-Feedback is a feedback scheme in which thesEGRer utilizes the network layer
feedback (Route Failure Notification) from interregd nodes to distinguish route failure
and network congestion.

After receiving a Route Failure Notification (RFN)CP enters into the “snooze state”.
In this state, TCP stops sending packets and fsesdkzés variables such as timers and
cwnd size. Upon receiving a Route Re-establishmentfidation (RRN), via the routing
protocol, TCP knows the route is reestablishedleages the frozen state and resumes
transmission using the same variable states b#fer&snooze state”. In addition, a route
failure timer is used to prevent infinite wait 8RN messages. When a route failure
timer expires, the TCP normal congestion contrahisked.

[6] shows TCP-Feedback perform significantly betiten standard TCP when route
reestablishment delay grows. This is mainly dutnéoreduction of the number of
unnecessary packet retransmission/timer backofiagithe route failure interval. But
the simulation scenario was simplified and thecos$tarouting protocol carrying the

RRN and RFN messages were not considered.
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A.1.3 Fixed RTO (Fixed Retransmission Timeout)

The Fixed Retransmission Timeout scheme studied @ performance over three
routing protocols (DSR, DSDV and AODV) and pointad that the regular exponential
backoff mechanism is unnecessary, because rouwtertisction should be treated as a
transitory period. Fixed RTO disables the expomiackoff after two successive
retransmissions due to expired RTO, assumingcidissed by route failures. TCP
retransmits a data packet more frequently becdgseetransmit timer is fixed; this
reduces the inactive period after a route is rééstaed.

In [2], significant improvement of throughput washaeved by the use of Fixed RTO.
The article also studied the TCP selective andygelacknowledgments options, which
could only achieve marginal gains. But they staked this approach is limited to
wireless only, which is not good for an environmehtombined wireless and wired

networks.

A.1.4 ATCP: TCP for Mobile Ad Hoc Networks

In ATCP, to maintain compatibility with the standarCP/IP protocol suite, a thin layer
called Ad Hoc TCP is inserted between TCP and Hs $cheme is different from the
above three approaches where standard TCP is eadifi

ATCP [19] utilizes the ICMP protocol and the ECNfHicit Congestion Notification)
scheme to detect network partition and congesgspectively. The intermediate layer

ATCP keeps track of the packets to and from thespart layer. The feedback from
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intermediate nodes are used to put the TCP sentieeither a persist state, congestion
control state, or retransmit state. When a “DesitindJnreachable” ICMP message is
received, indicating route failure happened, th&Bender enters a “persist state” and
ends when the connection is reestablished. Whee thuplicate acknowledgements are
received, indicating random errors, ATCP puts ti#TBender into “retransmit state” and
quickly retransmits the lost packets from the T@Hdy. When an ECN message is
received, which indicates real network congesthonCP puts the TCP sender into
“congestion control state” and the TCP sender iegdke normal congestion control

procedure.

Receive dup ACK or
packet from receiver

Disconnects

< T =<

RTO about to e

dup ACKs

Receive

fiiestination address
unreachable?

ICMP

O TCP sender put
in persist state
CWND=1

Receive ECN

[

Figure A-1 State Transition Diagram for ATCP in ®ender

A TCP retransmit segment
in TCP buffers

ATCP maintains end-to-end TCP semantics and ispanent to all nodes. Studies in [19]
show great improvement of throughput under congespacket loss, and network

partitions.
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A.1.5 TCP-DOOR

Detection of Out-Of-Order and Response (DOOR) sadie the idea that out-of-order
packets can happen frequently in Mobile Ad Hoc ek as a result of node mobility,
and it can be an indication of link failure.

Out-Of-Order (OOO) delivery could happen to datekess as well as ACK. To precisely
detect OOO delivery, TCP DOOR adds additional engeinformation to ACKs (one
byte) and data packets (two bytes) as options. Wetecting OOO events, the TCP
sender can respond with two mechanisms: tempo@ishbling congestion control, and
instant recovery during congestion avoidance. Qutie temporarily disabled
congestion control, the TCP sender keeps its gtatables constant for a while after the
OO0 event detection. In the instant recovery ducoiggestion avoidance, the TCP
sender checks if the congestion control mecharssmvbked in the recent past. If so, the
connection state prior to the congestion contrebaation is restored.

In [26], the simulations show that TCP-DOOR canriowe the TCP throughput
significantly, by 50 percent on average. But taktdl@O events solely as the result of
network route changes is too general, because smutiag protocols can also induce
OO0 packets that are not related to route changes.

The above five schemes address problems relatadlbdity, which trigger network
congestion control mechanism unnecessarily. Thenocamdea is to stop, delay or
change the exponential backoff strategy when natgestion caused packet loss is

detected.
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A.2 Proposals to Improve Fairness

Several researchers have studied TCP fairness létad Hoc networks under the
IEEE 802.11 protocol. Some of them focused on t#e&Nayer. Three recently

published proposals focusing on TCP fairness isateediscussed below.

A.2.1 Available Gateway Buffer Size Advertisementi Wireless LAN

In [22], TCP unfairness among upstream and dowastridows is presented and
investigated. In an infrastructure wireless LANg thateway is used to forward traffic,
and the buffer size in the gateway plays a keyirot#btaining fair sharing of the

medium among upstream and downstream flows. [Z2]tifles four regions of
unfairness that depend on the buffer availabilitgt & shows via simulation that, when
equal number of downstream and upstream flows,gkistaverage throughput ratio
between the upstream and downstream can go utdr8e reason is that upstream
flows’ ACKs clutter the gateway buffer and cause bluffer to overflow. Downstream
flows experience timeouts and transmit only witliiadow of 0-2 packets because of the
packet drops at the gateway buffer. Upstream floarsnally can reach their maximum
window size. Because of the cumulative nature P KCKs, small losses of ACKs do
not affect the window size.

The proposed solution is to advertise the availabféer size to the sender. The gateway

keeps the number of current TCP flows in the systéthe buffer size at the gateway is
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B and the number of flows is N, then the receiverdaw of all the TCP flows are set to
the minimum of advertised receiver window or [BM#N] modifying the receiver window
field of ACKs traversing the gateway.

Through simulation and test bed implementatiors pinoposal shows a very good
fairness, with the throughput ratio of upstream doanstream flows being 1 in the
simulation and 1.007 in the test bed. The studyased on the assumption that all the
losses happen in the gateway due to buffer overflosvall RTTs are the same among

flows in the wireless LAN.

A.2.2 Optimal TCP Congestion Window Size in Combing Wired and Mobile Ad

Hoc Networks

In [29], the TCP fairness problem in a combinedeless and wired network is
investigated. The study shows that IN flows gehsicant more bandwidth than OUT
flows. This unfairness is the joint result of MA&yEr's exposed nodes and hidden nodes
problem and TCP’s timeout and backoff schemes $setion 2.2).

By the study performed on the test bed, it is fotirad when the maximum congestion
window size is smaller than a certain value (&mtest), the two flows share the
bandwidth fairly and the aggregate throughput rea¢he upper limit. The problem is

that this window size could not be preconfiguredsidilar study is conducted in a pure
Ad Hoc network, and the optimal congestion windde $s found to be 1-2 packets.

With a long propagation delay in the wired parttsa small window size will affect the

efficiency.
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A.2.3 Timer-Controlled Data Packet Sending to Impree Fairness among TCP

Flows crossing Mobile Ad Hoc and Wired Networks

To improve fairness over a combined wired and Ad Hetwork, a non-work-conserving
scheduling algorithm working with IEEE 802.11 MAE€proposed in [30]. In the
proposal, the normal FIFO work-conserving schedudicheme is replaced, which treats
routing packets (generated by routing protocold)igk priority packets over data
packets (generated by applications), and putsitgtepgriority packets in the queue before
all data packets upon arrival. The head of the guegend to the MAC after knowing
that the MAC is ready to send another packet.

In [30], a timer is set after a data packet is seihe MAC. Only after the timer expires
can the queue send another data packet. The rquatigets still have high priority and
dequeue immediately after knowing that the MAGezdy. No timer is set after a routing
packet is sent. The duration of the timer is bagethe queue output rate and is the sum
of three parts: transmission delay without contemttransmission delay based on recent
gueue output (choosing from four predefined vahssed on the queue output rate); and
a random value uniformly distributed from zerohe wvalue of the second part. The timer
adds extra adaptive delay in the scheduling, sonibre aggressively a node is sending
packet, the more severely it is penalized, theradges failing to grab the medium can
compete with the fast sending nodes now.

By simulation, [30] shows that the severe unfaisr@®ong flows can be eliminated

while the aggregate throughput experiences smghadiation. Also, the maximum
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congestion window size is not a threat to the &smby use of this scheme, so it does not
need to pre-configure the maximum congestion winda& to achieve optimal

throughput.
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