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Abstract

Naval at sea (maritime tactical) networks are charaet@rby a dynamic, heterogeneous,
and low-bandwidth environment. The effective management of communicamurces
in this domain is critical, but is hampered by constraints imposed hierarchical
command structure and dynamic mission requirements. The mosalcrietwork
management issue in maritime networks is the limited bandwidth clompesach node
(ship) is often insufficient to support the network traffic generédedlly. This leads to
very poor perceived Quality of Service (QoS) for all traficsolution common in fixed
networks is to use Traffic Engineering (TE) techniques. The go@E is to facilitate
efficient and reliable network operations while simultaneously opingn network

resource utilization and traffic performance.

This concept has been applied in the maritime environment by developin&olicy-
Enabled Traffic Engineering (PETE) services for this environnteatfic monitoring,
traffic prioritisation, adaptive routing, and resource reservatibe. flow-based resource
reservation service is a novel mechanism we developed to providst @oim efficient

end-to-end bandwidth reservations.

To evaluate the PETE services, our methodology focused on modeltingegiormance
evaluation of the management services using simulation. Sincénmeanietworks have
not been described in depth in the literature, the modelling ereprovided valuable
insight into the challenges of operating such networks. Simulationeallos to evaluate

our management solutions for different networks sizes, node mobility, and typ#g t

Results from these simulations are encouraging. With policyraonthe traffic
monitoring service was able to adapt to dynamic network conditionprandie global
traffic statistics within a policy defined delay. The traffirioritisation service was able to
achieve an improvement in delay from approximately 17% in a satunatevork to 52%
in an overloaded network. Similarly, adaptive routing greatlyrawgd the QoS achieved

by sending some traffic over under-used links while simultaneaugisoving the QoS of



other traffic by spreading the load over multiple links. The nesouveservation service
was found to be particularly effective in the maritime environméifit an acceptance rate
19-76% better than RSVP and 86-1095% better than INSIGNIA, two alternat
reservation protocols. The resource reservation service model was vhtigatest results

from a prototype implementation.
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1 Introduction

Many of the challenges in relation to next generation muéirdrenetworks lay not so
much in how we build them, but in how we manage them in the face of eompl
mobility, security and service provisioning issues. Naval at sa&etiqal maritime)
networks are particularly difficult to manage due to their dyicaheterogeneous, and
low-bandwidth connectivity. Such networks typically consist of smabters of mobile
nodes with dynamic membership. Nodes may host wired sub-networks éut ar
interconnected by a heterogeneous combination of satellite angtdimange low-
bandwidth radio links which may be connected as part of a mobile ad-heorket
(MANET).

Naval at sea (maritime tactical) networks have not beendesitribed in the literature
though they are significantly different from both contemporarestnal fixed networks
and MANETSs. While fixed networks can be characterised byestéiw error rate, high
bandwidth links, maritime networks can be characterised by a numbéaciirs
including: a limited availability of skilled network operatorsndynic changes to traffic
priorities; heterogeneous communications equipment; low bandwidth andpene
communications links; moderate mobility speed (dynamic topologyhiegarchical

command structure; and finally security considerations due to the wireldgsmme

From these characteristics we have identified several geament requirements that
suggests the management solution shouldabgimated to reduce the need for operator
intervention, provide timely configuration changes to deal with chamgeslicy and
hide the complexity of heterogeneous equipmefficient and robust to deal with low
bandwidth and link errors; amdistributed to deal with node mobility and hierarchical
control, andsecureto avoid compromising a mission critical system. In order tafyati
these requirements we investigated the use of Policy-BasedoiketManagement
(PBNM). Policy systems allow network operators to encode high level nraraggoals
which are automatically interpreted by the policy system idévice commands

distributed to network elements as required to reach the stated goals [1].



Currently maritime networks are configured in advance and then viedually
unmanaged. The limited bandwidth connecting each node (ship) is ofternciestigven
to support the network traffic generated locally. This leads tpp@or perceived Quality
of Service (QoS) for all traffic. A solution common in fixed netkgrs to use Traffic
Engineering (TE) techniques. TE is concerned with performancenipgtion of
operational networks. TE facilitates efficient and reliable pdtwoperations by
simultaneously optimizing network resource utilization and trgéidormance. This can
be applied in the maritime environment to prioritise traffic and pi®Woad balancing
amongst multiple WAN bearers to ensure that the most imponafiic treceives

adequate QoS.

In this work we have focused on TE management in this environment. To this purpose we
have developed four Policy-Enabled Traffic Engineering (PETEagement services: a
Traffic Monitoring Service (TMS), a Traffic Prioritiganh Service (TPS), an Adaptive
Routing Service (ARS), and a Resource Reservation Service (RR§g¢ther these
services address the TE goal of effective management of goiweion resources by

first, monitoring the traffic that is active in the network; second, addgessingestion by
giving some relative priority to the traffic that flows on fhks; third, optimizing link

usage by specifying on which type of links the allowed traffitt/should flow; and
finally, providing bandwidth guarantees to mission critical flolwsotigh distributed
admission control. These services thus providsbility, prioritisation, resource

optimisation, and per-flow bandwidthesourcereservationsrespectively.

In order to automate the PETE services we use a maritimey pfstem that was
developed in collaboration with colleagues at CRE part of a three-year project funded
by the Canadian DND [2]. The project developed several techniquesk® the PBNM
system applicable to the specific problems encountered inimanmtetworks. The main

policy services that were developed include policy distribution, provisg,

" The Communications Research Centre, a pre-conveetiésearch agency of Canadian Department of
Industryhttp://crc.caand the current employer of the author of théseélitation.



enforcement, and conflict resolution. It should be understood that &l retated to the
policy system was developed in the course of this team projedtiof the author was a

contributing member.

In order to evaluate the ability of the PETE management sent@esupport traffic
engineering in the maritime environment, the commercial descesent simulation
(DES) tool OPNET [3] has been used to evaluate the impact diotheservices on
network traffic and to compare the RRS with existing resemathechanisms. Out
primary metric of interest is transmission delay. Theseulsitions show the PETE
management services to be effective and appropriate for thénmeagnvironment. In

addition to the simulation work, a prototype was used to validate the RRS model.

The primary contributions of this work are;

e A characterisation of maritime networks including an investigation into the
management requirements of this relatively unexplored environmenheTioest
of our knowledge, there has been no such work reported in the literature.

» Development of a suite of Policy-Enabled Traffic Engineeri(PETE)
management serviceshat provide traffic prioritisation and resource optimisation
tailored to maritime networks.

 Based on the characterisation of maritime networkspadel of maritime
networks, including links, traffic, and mobility was developed in OPNET.

« Simulation and Evaluation of the incremental effects of the PETE services on
maritime network traffic including a comparison of the RRS with &lternative
resource reservation services.

e Validation of the RRS simulation results against results from an egisti
prototype implementation.

» Several papers have begaublished related to this research including

0 An introductory paper characterising maritime networks and outlioimg
service-oriented policy-based network management architecture [4].

0 A paper describing the policy representation [5].



o0 A paper that presents the implementation of the policy-based network
management prototype [6] (winner of a best paper award)

0 A paper describing the operation of the RRS [7].

o0 A paper describing the simulation results of the PETE manageme

services excluding RRS [8] (winner of a best paper award)

The remainder of this document is structured as follows. In Ch&pteve discuss
maritime networks, PBNM, and the SOA. The research relatedigowtbrk is then
presented in Chapter 3. Next, Chapter 4 describes the managememt isidtiding the
policy system we have used, and the suite of PETE managemenéesea®i@loped for
the maritime environment. In Chapter 5, part one of the simulatiantge®liows a
description of the methodology and models used to simulate policyodtgin and three
of the four proposed PETE management services. Next, Chapter 6 pranideslepth
description of RRS, the proposed flow-based resource reservation ant reetvice
used to provide bandwidth guarantees in this environment. The secondresilts in
Chapter 8 follows the simulation setup and models used to evaluateRBe We
compare its operation with two alternative reservation protocol§PR&d INSIGNIA.
The document concludes with a summary of the research contribuhdnsuggested

further work in Chapter 9.



2 Background

In this chapter we provide background on three areas related tesearaie. The chapter
begins with a description of a type of network not often seen in thetlire, the
maritime tactical network. Section 2.1 gives a charactesisatf the maritime

networking environment and discusses several issues related to its management.

The limited heterogeneous communications capacity of marighgorks suggests that
Traffic Engineering (TE) would be effective in this environmétiwwever some method
of automating the management system is also required. They-Balsed Network
Management (PBNM) paradigm offers techniques to dynamichiéyge the behaviour
of managed systems in response to evolving operational needs wteedevice
intervention by an operator. Section 2.1.5 gives an overview of policy coraapthe

current state of policy standards.

The management architecture we have used is based on the Semted Architecture
(SOA) promoted by the World Wide Web Consortium (W3C). Communicatiotisn
the policy system, between the policy system and the managsemeites, and between
different instances of the policy system on different ships isdbas this paradigm. An
overview of the SOA approach is given in Section 2.3. The chapter conciuitiea

summary in Section 2.4

2.1 The Maritime Environment

For this work, the definition of maritime networks is based on a @ananaval task
group deployment. In such deployments, a relatively small number of (glips) are
dispatched as a task group of between 2 and 5 nodes [9]. In addition, onee®hore
stations provide most server-based application services and acsasllite switching
centre. There are multiple links available including satelhig lsne of site (LOS) radio
links. While the description given in this section may also be egige to a commercial
enterprise such as a shipping company or emergency operatisea auich as coast



guard duties, these alternatives have not been investigated. A typictime network is

shown in Figure 1.
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Figure 1, Typical Maritime network

These networks thus consists of a Network Operation Centre WOICh acts as a land
based relay for all satellite communication, a limited numbenalbile nodes (ships or
potentially maritime land/air units), and the bearers that cortheat. A commercial

satellite ground station may also be included.

In this environment maritime units communicate over a variety oEbeaThese bearers
include satellite communications and various limited-range radimt#ogies as outlined
in Section 2.1.1. Routing in this environment is based on OSPF as explaiSedtion
2.1.2. These networks support a wide range of applications with varyfiognation
exchange requirements. This traffic has been characterised dedcisbed in Section
2.1.3. Currently the NOC is in charge of all network managementdingthe WAN



and coordinating WAN access amongst the mobile nodes. However lisedtreetwork
management has proven to be very difficult to achieve in this envirdnthe reasons

for which are discussed in terms of management requirements in Section 2.1.4.

2.1.1 Communication Bearers

A maritime network is composed of a variety of strategic atical communications
links. The communications bearers that are available to trangbemation within the
network are: commercial satellite (e.g. INMARSAT B), stopshore satellite networks
(SHF SATCOM, UHF SATCOM), High Frequency (HF) extended aegbhd line-of-
sight radio (HF ELOS/BLOS) and UHF/VHF line-of-sight radio. sample of the

communications types and capabilities from [10] are given below.

Table 1, Communications Subnet Matrix

SUBNET LINK USE NOTES
RATE
High v Dat IP, point-to-point satellite
igh capacity Data )
SHF Up to Bearer for intra task Increased data rates and multiplex
SATCOM 512 Kbps group use capability achievable with improved
modems
IP, point-to-point satellite
INMARSAT B | 64 Kbps Main Data Bearer for Increased data rates and multiplex
intra task group use capability achievable with improved
modems
Main Data Bearer for Ranges of 20-50 nautical miles
LOS 64 Kbps communication. Used )
over short distances Supports non-real-time data
UHF : o . .
SATCOM Up to Email, chat, low data Limited IP capability, multi-member
48 Kbps DCP, COP subnet satellite
25Khz
HE BLOS 4.8-9.6 Email, chat, low data HF Sky wave ranges of 2000-3000
Kbps DCP, COP nm
HE ELOS 4.8-9.6 Email, chat, low data HF Surface wave ranges of 200-300
Kbps DCP, COP nm
UHF Up to Requires astute operation to
SATCOM b Email, chat, COP optimise performance with multi-
9.6 Kbps
5Khz member subnet




Maritime nodes (ships) most commonly communicate using a combirditiaro modes.
First, ships communicate back to their strategic network (N@€pg satellite
communications (e.g. INMARSAT, SHF SATCOM). Satellite commuios can also
be relayed via shore to provide indirect ship-to-ship communicationsllit8ate
communications provide high bandwidth but high delay and high cost commangati
Second, ships communicate directly with other ships via limited réingeof-sight
(LOS) radio (e.g. UHF/VHF LOS). Recently UHF/VHF relachnology has improved
to the point that LOS radio systems may form mobile ad-hoc netWdIRBIETS) [11].
These networks provide low cost, low bandwidth and low delay conngctivér a

limited distance.

In the future, ships may have access to unmanned aerial vehid&s)( with radio
payloads. Unfortunately this technology is currently high cost andeadily available.

This technology was not considered for this work.

For the purposes of this dissertation, only the case of bi-directiokalis considered.
The use of unidirectional links for data traffic is relativelgrer in the maritime
environment but may occur when satellite is not available. FomretddF BLOS radio
(range 2000-3000 nm) may be available in only one direction due to meahaiure
and require an alternate route for the return path (e.g. satellite). Siniseuiigely to be
the case for extended periods of time, it does not pose a seniéatidin to the proposed

system. The inclusion of unidirectional links is left for future work.

2.1.2 Routing Capabilities

Canadian maritime networks are now IP-based [10]. By defaalhetwork topology is
maintained by standard routing protocols that are used to achievatiopar
connectivity. Each network is typically divided into separate AutonorBgageems (AS).
An AS is defined as a group of mobile nodes and shore station nodes ednmgdhe

same administratively defined collection of backbone network resourdée shore



stations may be gateways to a third party backbone WANI(gagnet Service Provider)
or other ASs.

Routing in this environment currently relies on OSPF within anwi8 the link cost
metric set to increase with decreasing bandwidth [12]. Thisiendeat the link with the
highest bandwidth is used to the exclusion of any other links thabmayailable. Due
to its high bandwidth, SATCOM is used predominantly. When low-bandwidthliofRS
are the only links available, they are often overloaded with high hdtidvraffic.
Between autonomous systems, BGP4 is used. We are currentlyragsusmgle AS will
be managed by the PETE system.

As mentioned previously, technology has been developed to allow nodesntoaf
MANET from their available LOS bearers [11]. The combination whasnic low
bandwidth, high link-error rate MANET with the high bandwidth but high dektgllite
communications is a unique feature of maritime networks and infoumgvestigation

of mobility and application QoS requirements in terms of routing in this environment.

2.1.3 Traffic Characterisation

Typical application types in this environment are: text messagimgil, video, imagery,
web, targeting, collaborative planningnd voice. Figure 2 provides a characterisation of
network traffic seen during a naval exercise [13]. The chart ditltesncoming traffic

to a maritime node by application type, with Internet and defeneerieintranet web
traffic taking up a strong majority (91%) of the bandwidth. Theaiemg traffic was
split between network overhead (e.g. OSPF), personnel and lsgis@magement
(PeopleSoft, MIMS, LotusNotes, SAP), email/collaboration (MS-Emgka Outlook),
and voice calls (VOIP).

We will be using this mix of traffic as the default backgrouadfit in the simulations of
management and policy services. Though the traffic volume may varytiowe this

Tincludes network awareness (who is on-line), thdt, file cabinet, bulletin board, news groupsitevh
board, application sharing, screen sharing, alddiowledge engine (help desk), auditing (track all
communications, be able to reverse changes) , canuperational picture (COP)
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figure provides a baseline of what can be found in maritime netvaoidksvill be used in

the simulations described in Chapters 5 and 7.

| Bpplication  Avghbps % |
HTTRinternet 15 37954%
HTTRintranet 10554 37 %
'
=0 Overhead  BOG 2%
FeopleSoft a73 2%
m3-Exchange 434 %

YOIP 419 1%
ttIh S 129 0%

Lotusiotes 91 0%
Loz Comrotlook gl 0%
SAF 189 0%

Tokas: 30004 Bt |

HTTPArtranet

Only the Top Ten Applications with data are listed;

Figure 2, Traffic Breakdown for a Naval Exercise (fom [13])

During the same naval exercise, Table 2 was developed to detgmmoupeand ship data
traffic usage and priorities. The maximum average and peak usageneepis for each
of a variety of different types of applications as they aral usethe navy are also
provided. The traffic types shown are operational (Op), network oagriiblet),
administrative (Adm), and recreational (Rec). One applicatiamntlag not be obvious is
Maritime Command Operational Information Network (MCOIN) [14], eVhiis the
Canadian Navy's shore-based Command, Control, and Information Sysiemridrities
listed provide an idea of the importance attached to the infammbging carried (with
higher numbers indicating higher priority), and informs the networkabge of how
different traffic classes can be constructed to give preti@ietreatment within the
network. Though this table provides a set priority for the variousditgfies, exceptions
for particular communication flows may occur and priorities may chandgpetwie due to

operational constraints.



Application/Network Max Avg bps |Peak bps |[Type |Priority
in/out infout

MCOIN (command and control) 24 /35K 45/80K | Op 6
VOIP 5/16 K 50/140K | Op 6
RSVP (network overhead) continuous .08 K Net 5
OSPF (network overhead) continuous .26 K Net 5
IGMP (network overhead) continuous .05 K Net 5
TFTP 0.3/0.6 K 22 /30 K | Net 5
MS-Exchange (email) 30/48 K 60 /130 K | Adm 4
Lotus Notes (Domino Replication) | 0.2 /0.5 K 18/38K | Adm 4
DCOM (Outlook) 1/46K 30/92K | Adm 4
SAP (server to server) 0.7/1.2K 28 /64 K | Adm 3
Supply Program (MIMS/CFSSU) | 0.1/1K 3/10K Adm 3
Pay System (CCPS) 0.6/09K 8/15K Adm 3
Pers Admin System (PeopleSoft) | 2/4K 6/30K Adm 3
Intranet (web) 6/8K 60 /100 K | Adm 3
PC Anywhere (NM tool) 1.2/2.4K 21/82 K | Net 2
Internet (web) 37/48 K 60/ 150 K | Rec 2
WindowsMedia (music/video) 7/15K 35/120K | Rec 2
MPEG Video (recreational) 2/34K 30/64K |[Rec 2

214

Table 2, Sample Network Application Bandwidth Requiements (from [13])

discussed in more detail in the following section.

Management Issues and Requirements

* Limited availability of skilled network operators;

« Dynamic changes to traffic priorities;

e Heterogeneous communications equipment;

areas that complicate the network management in the area including:

11

When multiple flow types converge onto a single network, traffiorpisation is
required to ensure that time sensitive information is delivbeddre less urgent traffic.
For this reason the priority heading of Table 2 is very inforeaTraffic engineering
provides methods to ensure that operational priorities for informatioredelre met. A
challenge is for the management system to dynamicalonfigre itself within limited
time to respect these priorities while also responding to ckairgehe underlying
network and to changes in mission requirements. These and sevetiahatitisues are

Based on our investigation of the maritime environment, we have i@enafnumber of
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e Low bandwidth and error-prone communications links;
¢ Moderate mobility speed (dynamic topology);
» Hierarchical command structure (semi-autonomous operation);

e Security considerations due to the wireless medium;

Several network management issues arise from these chatarsehese issues give
rise to a number of management-related requirements the sy&stnbed in this
dissertation attempts to address. These management challengelselea investigated
before for military networks [15], and are similar to those foundobile Ad Hoc
Networks (MANETsS) [16]. It should be noted that network managemerersys
requirements are separate from the QoS related managesnaoé goals which we are
currently using traffic engineering (TE) techniques to solve.

Descriptions of each of these characteristics of the m&rilomain are outlined below,
including the related management issues, assoc&tsttm requirements and TE

management service goals.
2.1.4.1 Limited availability of skilled network operators

A significant issue for network management local to a shifeslitnited number of
skilled network operators available at sea. This scarcity isgiat human intervention
may not be available when there is a change in the underlysngroes on this ship or a
change in management policy. For instance, if a network link, feile application-
resource allocations must be adjusted to minimise the impact antaoperations. Also
at issue is that human intervention is notoriously error prone and Blomaritime
networks this may be an issue if a change in network policy mestuickly re-

provisioned due to a critical change in mission or operational status.

Thus, the management system shouldab®mated to hide network complexity and
provide ease of use. Providing the ability to carry out the controlnsmthgement of
communication resources in an automated and transparent manner nuiigai the

human resource burden and the skill level required from the network operation personnel.
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2.1.4.2 Dynamic changes to traffic priorities

The importance of traffic originating from a local node will mha with time. The most
common reason for such a change in requirements is that the node hed amew
phase of a mission where particular traffic becomes moressrilportant. An example
of this would be to reduce the importance of discretionary Intemaf@ttwhen important
manoeuvres are being executed. Another reason to change the QoS dunfigurald
be if a change in communications capabilities occurred. If dliatenk became
available, you may wish to allow more discretionary Internefi¢raince the bandwidth
is available to be used. Finally, traffic importance may alsdebermined centrally at the
NOC for strategic reasons. An example of this would be that banoemails are due to
be distributed to all nodes, and for that period of time email ¢rafiould be given a

higher priority so the recipients receive them at roughly the same time.

Thus there is a requirement that the management solatibtomatically adapt to
dynamic changes in application prioriti@$hese changes should be based on both local
requirements (mission requirements and communications availakitity)domain wide

requirements (strategic requirements).
2.1.4.3 Heterogeneous communications equipment

As described in the previous section, maritime networks are composedidé variety
of communications equipment procured from a number of commercial esdstpr
Management capabilities and configuration mechanisms differ deygendt only on the
brand of device but also between device types. While specialisedyemamat products
may be developed for a particular company’s offering or a paaticlévice, there are no
universally accepted standards for sharing management informagtween these
products. This leaves large gaps in integrated problem detection andnprsblving.
This lack of coordination also hinders the ability of these productsttonatically react

to changes either in the underlying system or the overarching managemlsnt g

In order to address these problems, the management system needsatostuacted

representations to handle differences in equipment capability andnmadementation
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specific differencesAutomation can then be used on the abstracted representation to
consistently configure end-to-end network capabilities, such asgoatid QoS. This
aids in the rapid network reconfiguration as information exchamyedgement goals

change.

Another aspect of heterogeneous equipment is the wide rangpatiiltees between the
various communication bearers which ships are provided access totH&igplications
used in the maritime environment require different levels of QoS, not alttimBuitable
for all communication links. For example a VOIP call may not bk @0 meet its
bandwidth requirements on a LOS link. Currently only the best link ¢tvedt cost link)
is used at any one time as a result of OSPF routing. This rakartiser links are left idle
while traffic uses the preferred link. Thus, there is a TE mamagt goal that traffic
should beadaptively routed over the appropriate type of bearer that supports it. The
collection of available bearers should be used to make best ugesinfcombined
capacity. This is possible by balancing traffic across tlaeebge such that delay-sensitive
traffic is sent over low-delay bearers and bandwidth-intensaffictris sent over the

bearers with the most available bandwidth.
2.1.4.4 Low bandwidth and error-prone communications links

The maritime tactical networks are composed of a varietpwfblandwidth links that
have different capacity and characteristics. In today's navatem@ic network
architecture, the individual platforms no longer have exclusive access to a inkssAo
the network is shared and nodes must compete with each other for filablava
communication capacity. The situation is such that the capaifcgiipboard networks
greatly exceeds that found in the wireless ship-to-ship and shipte-snvironment. It
is important to minimise the amount of overhead that is introdugatidomanagement
applications. Contemporary network management protocols assume littkshigh
capacity and low error rates. In large network deployments, mareageapplications
often generate a large amount of traffic to continuously monitosttte of the network
and to receive notifications from devices that change state. The low bandnadénror-
prone links thus influence the choice of mechanisms and/or protocols tbushe

various managerial tasks, such as monitoring and configuration. Thareetgirement
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for management systems in this environment toefiigient and alsorobust (fault

tolerant) to transmission errors.

Similarly, due to the lack of resources available for the effectighange of information,
there is a requirement to prioritise the more important trétifiws. There are two well-
known models for providing per-packet preferential treatment tor#fectthat needs
them. They are class-based QoS (DiffServ is the IETF mestharind flow-based QoS
(IntServ to the IETF). In class-based QoS, packets of a commba ttaks (or type) are
marked according to the type of service they need. In resporsestmarkings, routers
and switches use various queuing strategies to tailor performameguirements of the
traffic class. Router vendors provide different capabilities émfiguring this behaviour
including setting the relative priorities of queues, and bandwidthvesséor each queue.
On the other hand, flow-based QoS is concerned with requesting andngsesaurces
through the network for an individual traffic flow. Before the flawgiven preferential
treatment, the routers along the path that the traffic will tmkecontacted to identify the
flow and reserve bandwidth and potentially other resources to emsueguirements
will be met end-to-end (all the way from source to destination)relTiethus a TE
management goal is to ensure effective exchange of informatiamakiyng the best use
of the available resources througtaffic prioritisation and resource reservation. Of
course, the state of the network must be monitored highlighting angalagr network
visibility.

2.1.4.5 Moderate mobility speed (dynamic topology)

Mobility (the intermittent failure and re-establishment of camioation links) has not
been a primary concern for network management solutions and providésr furt
challenges in the maritime environment. Since connectivity isdbaseadio links, the
network will not be fully connected at all times. This also iegplihat the management
systems on partitioned sub-networks down to a single node should baestlffi

distributed that they can operate autonomously.
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2.1.4.6 Hierarchical command structure

The management authority in maritime networks is hierarchida. domain authority
usually rests with an individual or a team at the Network OjpasatCentre (NOC). The
domain authority may require that a certain management polioyspeacted at all nodes
in the network. However, the control must not be completely centtaltmme levels of
network control must also be available to the commander of each shghip/s

Commanding Officer must have the flexibility to immediately ndie his resources,

communications and monitoring based upon the dynamic tactical situation.

Thus, there is a requirement that the management solution all@difstributed (semi-
autonomous) operation. These different levels of control should followus#Tés role, or
a separate authority hierarchy (related to security).

2.1.4.7 Security considerations

As could be expected, the management system shoustduee There are complex
security issues that arise due to the distributed nature of tkisoement. First, the
broadcast nature of wireless links makes it easier to eavesdsyxlortommunications.
A second area of concern is the reliance of mobile nodes on neigliboussiting and
other critical operational information. Consequently, a compromised magidead to a
number of security problems. To deal with the first concern, ehamesm such as
encryption to provide confidentiality is needed. To deal with the second, methat#tdor
integrity, authentication, and non-repudiation are required. Investigatibesd# security

requirements is left as future work.

Another concern in maritime networks is that there are commondy rietworks
operating independently at different security levels. Red netwar&sused to pass
unclassified information, while black networks are used to passitied information.
Since “red” network information requires less security precastit can be transmitted
more easily, but at the same time efforts must be made toeethwue is no leakage of
“black” information into the “red” network. Currently the two typefsinformation are

kept on completely separate machines and use completely sepanateunications
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equipment. There has however been recent interest in using @ysguaard capable of

sending both types of information across a common core network as shown in Figure 3.

Black
Ship
Network v
GUARD
Black
L _— Core
ENCRYPT Network

Red
Ship
Network

A

A

Figure 3, Maritime Red/Black Network Dichotomy

In this paradigm, both black and red shipboard communications are lpapatseuntil
they are passed to a combined guard and encryption device [17]. This dasges the
now encrypted information of both networks to the core communication ass#is
maritime node (satellite or other radio system) as appropfiiis.is possible because
the guard is also capable of passing signalling informatioelu@ing QoS and

reservation information) on to the core routers.

Though this capability is not currently available, there has beamopis investigations in
this direction [17] and we expect such a guard will exist innéar future. We thus
assume a single network domain where traffic of all seclawgis passes over the same
WAN bearers with the appropriate marking and signalling pasknmeggh the encryption

device. Security is not considered further in this work.

2.1.5 Comparison with Alternate Networking Paradigm s
In this thesis, we argue that maritime networks are a depaess of network which has

not been well studied in the open literature. In order to completehhrgacterisation of
maritime networks we compare it with several alternativevowd paradigms. Our

comparison includes both infrastructure-based networks and infrastrieganeetworks.
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Infrastructure-based networks are defined as any type wbriethat uses fixed-position
land-based equipment as all or a significant part of their conuatioms. These network
paradigms are compared to provide a definitive characterisatmming where maritime
networks fit between fixed networks which have stable, high, and good QoS and
MANETSs are characterised by unstable, low, and poor QoS due tartitations of
mobility, power constraints, and wireless propagation. For this coropan® have
chosen a number of key metrics that affect networking capabiltd highlight the
differences and similarities between maritime networks @theér network paradigms.
Based on our concern with network management and network QoS as outlited in

previous section the metrics include the following;

* The availability of networkoperators who monitor and remotely configure
network resources to maintain network services in the face of faults and upgrades

* The scheme fowprioritising traffic, which in maritime networks involves a
matching the current the importance of traffic with the resoumesived. In all
non-military networks prioritisation is static and defined in advance.

e The origin of theequipment used to build the network. Having equipment from
multiple vendors or supporting multiple types of bearers increabes t
management complexity

e The amount obandwidth available in the network compared to the amount of
traffic being generated or passed through.

* The relative reliability of oerror rate of the bearers used in the network.

* The networksizein relation to the number of active connected nodes at any time.

« The topologicalconnectivity in relation to the number of alternative routes
available within the network (related to network robustness).

« The availability ofpower to operate mobile nodes within a network is often a
critical concern.

* The amount omobility, which can complicate both management and QoS within
a network.

« Themanagementparadigm associated with a type of network (who is capable of

managing the nodes, etc.) has an impact on any management solution.
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e There are different levels and types e€u@rity concerns related to the application
areas and sensitivity of the traffic carried by different network types.
* An example of where the network paradigm is used is also included in these

comparisons

Our comparison begins with infrastructure-based networks. Threaadite paradigms
have been selected chosen because of their ubiquity and gymiath maritime
networks. Typical fixed networks such as those operated by Internetes providers
provide end-to-end transit of traffic over fixed “wired” infrasturet that often includes
high speed optical backbones. A Dial-up or VPN leased-lined netwaskselected as
similar to maritime network since it includes smaller, veelhnected networks that are
connected by intermittent or on-demand point-to-point links provided bypoéagy such
as ISDN. Finally though cellular networks include mobility, these a high-speed
infrastructure service network after the first hop. The compangarritical metrics is
summarised in Table 3. The metrics which overlap with maritiet@vorks have been
highlighted.
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Table 3, Comparison of Maritime Networks with Infrastructure-based Networks.

Issue Maritime Fixed Network | Dial-up (VPN) | Cellular
Network Network Network
Operators limited available available available
availability
Prioritisation | dynamic fixed fixed fixed
Equipment | heterogeneous| heterogeneous | heterogeneous | heterogeneous
Bandwidth | very low to low| high disconnected | low
to high
Error Rate | depends very low very low low
Size small varies varies varies
Connectivity | sparse dense dense dense
Power practically unlimited unlimited limited
unlimited
Mobility moderate uncommon uncommon common
Management hierarchical centralised centralised centralised
Security complex well understood well understoad well understa
Example Canadian Navy| Rogers Bell Telus

od

The metrics for maritime networks are derived from the agtarisation provided

previously in this section. There are a limited number of networkatgs while the

information exchange requirements (QoS) of traffic vary whih ¢urrent objectives of

the mission (per ship and network wide). This means that traffichwwas at one point

relatively unimportant could spontaneously or expectedly becomeactrdti a particular

time. These two metrics do not match existing infrastructunganks which commonly

have well staffed operator support (at least compared to manetmerks that may not

have an operator available on ship), while providing a consistent and tabéslic

prioritisation scheme. One area where these types of netwarkswilar is in the use of
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heterogeneous networking equipment. Since these networks support aangge of
infrastructure, a wide range of equipment is required, complicatingndregement

process.

Bandwidth is an area with high variability between all typesativorks. While maritime
has at best low-speed satellite communications (and notably ekréow-speed LOS
links), fixed networks are generally build from the highest-spieg&d available, dial-up
networks have access to a range of relatively high-speed &nkiscellular networks
currently have low-speed links, though this is slowly changing weitent advances. In
the remaining metrics, the infrastructure-based networksi@itar with a low error rate,
variable (but generally large) size, good connectivity for robustnaslimited power
(except for cellular handsets), static devices (again exfmptcellular handsets),
centralised management and well understood security issues. Tpeseotynetwork
have been well studied during their long lifetime and are weltriged in the available

literature.

In the second part of our comparison we look at more recent typesaairketwvhich do
not include high-speed backbone infrastructure. Mobile Ad Hoc NetworkeN@s)
include a number of nodes using the same communication method but vatihout
assumptions about location or movement. The IEEE 802.11 is a widely inmpésine
series of standards that define wireless LAN modulation techn{gsesell as physical
and MAC characteristics). IEEE 802.11 implementations are oftesh toséemonstrate
MANET capabilities and are considered here. Vehicular ad-hoc naWSANETS) are
another type of network closely related to MANETs with a maracrete mobility
pattern. In VANETS, the speeds are generally higher than thanadsfor MANETS but
the directions are more predictable (limited to roads). VANH3s eommunicate with
stationary roadside equipment. Finally power is again not a mayotation. Mesh
networks are similar to MANETS in that they are composed ofglestype of node in no
fixed topological arrangement. The difference is that Mesh nksaame not mobile and
often do not have the same power limitations placed on true MANETkey can be

externally powered by existing infrastructure. Sensor netwark&sa subtype of mesh
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networks where smaller, more specialised (and less powerful)snade used,

complicating the power and communication issues. A comparison of tloalametrics

is given in Table 4.

Table 4, Comparison of Maritime Networks with Infrastructure-less Networks

Issue Maritime 802.11 VANET Mesh (Sensor)
Network MANET Network
Operators limited not available not available not available
availability
Prioritisation | dynamic fixed fixed fixed
Equipment | heterogeneous homogeneous  homogenegus  homogenepus
Bandwidth very low low low very-low to low
Error Rate low to high high low to high high
Size small varies varies varies
Connectivity | sparse sparse sparse dense
Power practically limited practically varies
unlimited unlimited
Mobility common but common common but | usually static
slow constrained
Control hierarchical distributed hybrid hybrid
Security very complex complex complex complex
Example Canadian navy | Disaster Collision One-Laptop Per
Response Avoidance Child*

In comparing maritime networks with infrastructure-lessmoeks we come across many

more similarities than our previous comparison. Because of tlokiofacentral authority

and ad-hoc composition, these types of networks are similar inléick of network

operations staff. Prioritisation is much more difficult becausehef distribution of

*an American non-profit organization set up to seerthe creation and distribution of cheap, affolela
educational devices for use in the developing w@kkhttp://laptop.org/laptoplor more details.
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authority, meaning that a fixed scheme is required. Interopeyahi$io requires the use
of similar equipment. Bandwidth is in general low compared to strivature networks
though it can be extremely low for sensor networks. In terme@f mate, the reliance on
wireless communications means that error rate is relatihigly, but VANETS are similar
to maritime networks in that it is higher between vehicles thanto the fixed roadside
nodes. In terms of network size, all infrastructure-less netwamk$y definition able to
operate from two nodes and up, though in practice they are in the thoadeds of
nodes and not beyond. Maritime networks are on average smaller with less than 10 nodes.
Connectivity however is generally sparse for most IEEE 802.11 MANET
applications, but mesh and sensor networks rely on a higher level ofcteityeSince
IEEE 802.11 and mesh networks use batteries, the conservation of p@andsssie for
them, where for VANETS this is generally not a concern. Infuasire-less networks
vary most in their type of mobility. Maritime networks existan environment with few
obstructions and move slowly relative to their transmission rangethioreason, link
outages are common, but infrequent and predictable. The infrastrlegsneetworks on
the other hand must deal with complex and three-dimensional terraiblENIg\ vary
widely in the type of mobility they use, but it is common and ixsgauses frequent link
outages. VANETSs on the other are constrained in their area of iopefasually roads)
and are thus more predictable, even if link outages are stiludntgq Network
management control is decentralised for MANETS, but the additicstatic roadside
nodes for VANETSs and the static nature of mesh networks suggestshybrid schemes
to make use of these resources. Finally, due to the wirelessobadocative nature of

these networks, security is a complex concern.

One final comparison should be made in terms of the differencee®etland-based and
naval military networks. Some of the characteristic featafesilitary networks include
the limited availability of network operators, dynamic traffigoritisation, the inclusion
of very low bandwidth links, hierarchical network control, and high seitgito security
issues. However, land-based networks are larger, including margymobile nodes in a
potentially denser network. Power is once again a factor for thosatiogedismounted,

and the mobility is much closer to a VANET than a slow changing maritime rietwor
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To summarise, maritime networks can be characterised as follows;

* They have network operators, but they have limited availabiléy pe similar to
understaffed infrastructure-based networks)

e They support network prioritisation, but this prioritisation can change
evolutionally or suddenly (similar to army networks)

« They have heterogeneous networking equipment (similar to infcaste-based
networks).

* They have links of extremely low to low bandwidth (similar to army networks)

* Because of their two main link types, the error rate is lowtHersatellite links
and high for the LOS links (similar to army networks)

e Their size is relatively small compared to all other network types.

» Connectivity is sparse (similar to MANETs and VANETS)

* Power is not a concern (similar to many other network types)

* Mobility is common, but because of the slow rate of link outage<ftieet is
uniquely limited.

* They have a hierarchical control model (similar to other military ndgsyor

» Security is both extremely important and very complex (similar to agtwarks)

From this our complete characterisation would require a networktiwghcombination
of traits to be termed a maritime network. The most distinguisfeatures are the
extremely low bandwidth links, relatively small size of the rmek(in the order of 10
nodes), and the unique mobility model (where link outages are relaselelgm and are

somewhat predictable).

2.2 Policy-Based Network Management (PBNM)
Policy-Based Network Management (PBNM) offers techniques tmraate management

across diverse and distributed organisational and environmental domhisissettion

provides a brief overview of policy concepts, standards, and benefits.
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2.2.1 Policy Concepts

Policy-Based Network Management (PBNM) [18] can be defined asamagement
approach that enables network entities to respond and react to oveyapdilicy
specifications in an integrated fashion. For instance, network toperaay describe in
policy how network resources should be shared to meet the conflictiogmation
exchange requirements for the various applications in the networkhighidevel policy
does not require details of the network topology or knowledge of how to womfig
individual network devices. PBNM systems provide this abstractyomapping high-
level rules into low-level commands, which are distributed to dewagtsnatically. This

allows network managers to focus on end goals and not on individual technologies.

The characteristics of PBNM systems may be more easdgrstood by explaining the
high-level activities required to deliver such a system. &hastivities are defined
differently by various authors [19], but in light of the policy systamchitecture
described in this document, the following five main activities argne® policy
definition, policy distribution, policy provisioning, policy enforcement, andicgol

conflict resolution.

The first activity relates to the ability thefine policies. This involves standardised rule
formatting and representations which the system understands anactcampon. The
PETE system uses a three-level scoped policy language taidordte requirements of

managing maritime networks (discussed in Section 4.1.2).

The second activity is the ability thstribute the policies that have been defined by the
user to all participating parties. This distribution procekssanto account the defined
scope of the policy. The distribution mechanism should be efficientst;odid secure.
This is so it can offer some guarantee that policies réechihtended targets, in spite of
deficiencies within the network and possible intermittent faikfr¢he devices. In our
system, policy distribution is based on three possible scopes defipedtaf the policy
(Section 4.1.3.1).
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The third activity is policyprovisioning. The first part of policy provisioning is the
process by which the policy is evaluated and configuration decisiergeaerated. The
second part is the process by which the policy variables am@ctedr grouped and then
allocated to specific enforcement points (devices) depending anctidigured role in
the network (Section 4.1.3.2).

The fourth activity is the ability teenforce policies within the system. Once the
provisioned policy has been dispatched to the appropriate device, thg poist be
enforced; i.e. the policy variables must be translated into theemngpitation specific
configuration commands for the related device (Section 4.1.3.3).

Finally the fifth activity is the ability to detect policyowflicts and provideconflict
resolution services. When policies are entered into the system, therbenzases when
they contradict existing policy in some way. In order to dedh wihese conflicts,

mechanisms are needed to resolve which policy takes precedence (Section 4.1.3.4).

2.2.2 Standards

There are two main groups driving standards in the policy arena. Distributed
Management Task Force (DMTF) and the Internet Engineerisl Farce (IETF) both
have active working groups, though the lion’s share seems to be ddame IBTH. It
should be noted that the TeleManagement Forum has done some relatiddst work.

Nevertheless, standards remain thin on the ground in the PBNM field.

The DMTF Policy Working Group [20] defines policy-based managemagngroviding
an abstraction that enables the definition of system behaviours indepeafie
implementations. Policies can be used to specify resource mamdgeomdiguration
directives and, at a higher abstraction layer, they can betasgecify user experience
management directives. The DMTF Policy Working Group is in the egsocof
developing rule-based mechanisms for highly scalable managementecbgesteous
systems. Their work to date has focused on developing Common Infornhddidel

(CIM) as a policy language [21].
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The IETF, via its former Policy Framework Working Group [22], defiree policy
framework “to represent, manage, share, and reuse policigsoéiog information in a
vendor-independent, interoperable, and scalable manner”. The policy management
architecture as proposed by the IETF is shown in Figure donsists of four main
components briefly described below (the definition of each componenses loaa RFC

3198 [23)):

Policy Management

Policy

Repository Application

Policy Decision Point 4+—» Policy Enforcement Point

Figure 4, IETF Policy Architecture

In this architecture, the Policy Management Application orclPdConsole supports the
specification, editing and administration of policy through a userfate. The Policy
Repository is a specific data store (e.g. a database otodyethat holds policy rules,
their conditions and actions, and related policy data. The PolicgiDedPoint (PDP) is

responsible for handling events and makes decisions based on those Bwardkiates

the policy rules, and the decisions that it makes are based on ttiepuaditrieved from

the policy repository. The Policy Enforcement Point (PEP) isthgy that enforces the
policy decisions made by the PDP.

A number of standards documents were produced as part of the IETF wpkion
management. Among the main ones are the definition of the Common Reg
Service Protocol (COPS) [24] and its extension, COPS Usagediary Provisioning
(COPS-PR) [25]. COPS describes a client-server model for paohbaoygrol of QoS
signalling protocols. It is basically a protocol for sending poteguests and receiving
decisions from those requests. Nothing is said in the COPS staatfautsthe operation
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of policy decision points (PDPs) or the policy enforcement point®$PECOPS-PR
describes mechanisms that may be used to communicate policyigaredisnformation
between the PDP and the PEP.

The IETF also developed an information model to support the policy frarkeand
extended the Common Information Model (CIM) standard to support qou&lggrvice
(QoS) management in fixed networks. This work produced RFC 3060 on tbg Cofe
Information Model [21], and later RFC 3460, the Policy Core Informatioodé
Extensions [26]. Based on these two documents, RFC 3644 [27] defineseatr obj
oriented information model for representing Quality of Service (Qa8jwork
management policies. An overview of the state of IETF standdaotisah QoS Policy

and how it can be related to Wireless Networks is given in [19].

2.2.3 Benefits of PBNM

The PBNM approach offers techniques to coordinate management wigiainigational
domains and the ability to dynamically change the behaviour of marggtems in

response to evolving operational needs [1].

The primary benefit of PBNM is theeutomation provided. Current deployments that do
not support a policy control framework require many highly skillesvork operators to
first deploy and then continuously monitor and maintain the networksinércture.
Because it hides the complexity of the underlying network, PBNMaes the number of
skilled operators that are needed to perform management tasgu{@ement discussed
in Section 2.1.4.1). Automation of management tasks not only reducesngnerti
effort required for configuration, but also allows configuration to degckly and
efficiently changed when there is a change in operationalctrafforities (2.1.4.2).
Finally, as long as implementation details are abstractedmatibn can be used to
ensures that all devices are configured in a coordinated andteohsnanner regardless
of the equipment vendor’s implementation (2.1.4.3).
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By defining a single policy and not a set of configurations, a PB&§stem can
efficiently androbustly change the network configuration based on operational needs
(hierarchical control) with very little effort. Since therenis need to communicate with
each network entity individually, the lack of bandwidth is no longeniteca issue, and
communication errors are less likely (issues discussed ino8eztl.4.4). Policies are
translated into a set of rules for managed services, and gatf@n actions are

performed locally.

The third advantage of a PBNM system in maritime networkgsisbility with an
appropriate architecture to operate irdiatributed manner across the network. The
problem of node mobility and potential partitioning of the networkniggated since
individual PBNM systems can operate independently down to a single(thedgroblem
mentioned in Section 2.1.4.5). The main benefit in the maritime environsnéat this
distribution supports the hierarchical command structure used in meantetworks to
allow for independent operation (2.1.4.6). Since nodes operate with a lexgioobmy
even when they are connected to the network, the capabilityBbiMPsystems to
interpret one policy based on its scope of applicability allowsniieagement system to
operate differently depending on the needs of the author of the policy.

2.3 The Service Oriented Architecture

The Service-Oriented Architecture (SOA) is a softwarehitecture in which nodes
(computer devices capable communications) organised in a network neserces
available as independent services. Any node in the same networlagoess in such
services, but a standardized way. The services interoperate dcradednal interface
definitions that are independent from the underlying platform and qroging

language, similar to previous middleware paradigms. This allows straightfbreuse of

the software components.

Web Services (WS) technology is often proposed as an implementdtthe SOA and

has been gaining attention in the network management area. Thougfirtti®def WS
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is a topic of hot debate within the W3C, it is generally accehiadWs interfaces must
be based on Internet protocols (e.g. http) and that messages must be formatted in XML.

There are two main styles of WS messaging: RPC-based and document-has¢mILF

RPC messaging standard uses pre-specified functional interfand generally
implementations are bound to a particular programming languaggeCrher hand, the
document-style messaging standard interacts via an object-driapproach wherein
formatted documents are accepted as a command pattern. In genseatlatiements are
written in XML. Our framework uses document-style messaging to its increased

flexibility in development and operation.

Interoperability among the WS elements is defined in seveaalddatds [28]. SOAP
(Simple Object Access Protocol) is used to provide communicatiotvged® WS

elements; UDDI (Universal Description, Discovery, and Intégmatis a service broker
specification for registering WS providers to make them availabl§'S requesters; and
WSDL (Web Services Description Language) is a standard testrides a WS
provider's operations and interfaces in XML. There have been $ewesstigations

concerning the use of WS for network management (e.g. [29,30]).

24  Summary

This chapter provided a characterisation of maritime networks, aidlamahich aspects
of both fixed and mobile ad-hoc networks (MANETS) can be found. While @ radio
communications have similar characteristics from those foundANBTSs, the routing
methods and traffic characteristics are similar to those foufided networks. We have
described the links, routing topology, and traffic in detail. The ehg#t addressed in this

thesis is how such a network may be effectively managed.

In order to narrow the scope of our investigation, a particulan af network
management was chosen. Traffic engineering (TE) is of pkatiaconcern in this
environment because of the high volume of traffic combined with the |lowvidth

semi-reliable links available to connect the nodes. In order ke e best use of those
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links, existing resources need to optimised throaglaptive routing and resource
reservation and the traffic itself needs to peoritized based on the current operational
requirements. Finallyisibility is required to monitor the state of the network. These are

the TE management service goals.

Many system requirements were also extracted from the atBesation of maritime
networks including the need foautomation, efficiency, robustness distributed
operation, and security. For example, one of the challenges in this area is that
operational requirements are different at each individual node, but atsst be
coordinated with the requirements of the entire domain as wedl.ng&d for hierarchical

control leads to a management requirement of distributed operation.

Policy based network management (PBNM) provides a number of advantagems of
the system requirements. PBNM is a technology that allows fospeeification of
management goals at a high level. This high-level policy is tinanslated into
configuration directives allowing changes in operational requiresmeiat be
automatically effected. The high-level abstract view presented to the topdraes the
complexity of the underlying system, thus reducing the amount oingellied to perform
the management tasks. Automation can also provide a number of othetagesgalt can
efficiently increase network performance, availability, and reliabilibb(stnesg as a
result of coordinated automation of tasks over abstracted resomte®mices. It also
reduces the time and effort needed to reconfigure the network. Fisialtg PBNM can
operateindependently in a distributed fashion, it matches well with the maritime
management system requirements to accommodate a hierarobmoaiand structure

with independent operation.

In this thesis, we propose the use of policy enabled trafficneagng (PETE)
management services which incorporate the systemic advanaiyds iR order to meet
the traffic engineering management service goalgisibility, prioritisation, adaptive

routing, andresource reservation
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A service oriented architecture (SOA) approach was adopted in this wotkdras&ims
of providing flexible and distributed communications amongst intercharegeaiVice
elements (see for example [31]). Web services (WS), an inepition of SOA, was
designed to provide an implementation-independent method for exchangingatidorm
within a system. The advantage is that communications betweepolicy services and

management services, on a local or a remote node (on another ship) can be s¢ahdardi



3 Related Work

In this chapter, we survey the relevant work related to our wsedhere are three
streams of relevant research to draw upon for the managemerdritim®a networks:
military research, commercial research, and academic cbsdaris unfortunate that
military research is unavailable, while commercial rede@a@roprietary, and thus also
unavailable. Some unclassified military documents such as [9,10,13]usedein this
research for the characterisation of the networks, but none wenel that deal with
network management for maritime networks, especially adaiteseto QoS and Traffic
Engineering. Commercial research is sometimes described metia, for instance the
fielding of an automated QoS system for command and control appisah maritime
networks by QinetiQ [32], and research into similar systems Brgadband
Communications Inc [33] and Boeing [34]. Unfortunately in each of tbases there is
more advertising than technical content and the technologies and ostadntieeir
approaches are not available. Academic research on the othershapenly available
and peer reviewed. This section surveys three areas of research relevamaddour

We begin in Section 3.1 with a survey of TE services applicaldiged networks. This
is followed in Section 3.2 with a survey of the alternative TE/ises applicable in
mobile networks. Recent research in policy-based management oEVEAN presented
in Section 3.3 as this research is the closest to our own. Fitielynain conclusions of

this chapter summarised in Section 3.4.

3.1 Traffic Engineering in Fixed Networks

A precise description of traffic engineering can be found in [35]affitr Engineering
(TE) is concerned with performance optimization of operationavor&s. In general, it
encompasses the application of technology and scientific prin¢gplkse measurement,
modeling, characterization, and control of Internet traffic, and thecagiph of such

knowledge and techniques to achieve specific performance objectives.”

33
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Thus, TE involves the optimisation of network resources based on botic @atf
resource performance objectives. Traffic-based performancetiobg revolve around
the QoS of traffic streams. Key traffic-based performanbgectives may include:
maximization of throughput and minimization of packet loss, end-to-eray,dehcket
loss, packet delay variation, loss ratio, and packet transfey. del¢his dissertation we
use packet delay as the primary metric of traffic perfocea Resource-based
performance objectives involve the optimisation of network resourcesntal function
of TE is to ensure that network resources do not become overdigime congested in
one part of the network while alternate feasible paths for netwaikict remain
underutilized. These two objectives are commonly met through a coiohiradt QoS
and routing mechanisms respectively. TE has been well studiedenh fietworks and
many technologies are available to help in achieving its gohls.sEction reviews the
most critical TE standards in the area: MPLS, RSVP, RSVP-TE and OSPF-TE

Multiprotocol Label Switch (MPLS) [36] provides mechanisms for tulimggltraffic
through the network on a particular path once it has been classifib@ first/ingress
node. MPLS integrates a label swapping framework with network layging. Short
fixed length labels are added to packets at the ingress to ars-efdbled network.
Labels are assigned based on the concept of Forwarding EquivalEssesC(FEC),
which assigns the same label to traffic flows with simflarwarding requirements.
Throughout the interior of the MPLS domain, the labels attached totpamleeused to
make forwarding decisions without looking at the original packet meab#LS can be
used to construct a virtual topology over the physical topologydcaileual circuits
(VCs). This allows traffic to be sent over paths which optimideverk utilisation by
balancing the load of the traffic over different links. The mogiartant capabilities of
MPLS in maritime networks are their support for constraint-baseting (by explicitly
determining the flow’s route through the network), support of admissmrirad
functions (by allowing admission control only on the explicit roud®) the ability to
implement survivable VCs to increase fault tolerance (by supgodisjoint VCs to be
used in case the primary VC fails.)
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The Resource Reservation Protocol (RSVP) [37] provides a mechdais@serve
resources for unicast or multicast flows along the default(patitom sender to
receiver(s). RSVP delivers quality-of-service (QoS) requestall nodes along the
path(s) of the flows and establishes and maintains “soft” stéd¢ed to the requested
service. This provides support for dynamic reservation membershipaaiainatic
adaptation to routing changes. During reservation setup, RSVP trangpaqise traffic
control and policy control parameters which provide further directionotes as to
whether the flow should be admitted. RSVP does not define how thisiciofdrmation
is processed, and it can be ignored. RSVP makes unidirectiGeavatons, and thus
only packets travelling in the reserved direction get prefedetreatment. One of the
main drawbacks of RSVP in the maritime environment is itarreé on the default route.
Because of the widely varying capabilities of links, not iakd are appropriate for all
types of traffic. From a TE perspective, RSVP does not support cesoptimisation
because it cannot control where in the network reservations are, ipatdmtially
overloading certain links while others remain underutilised. Resaytomisation in the

low bandwidth maritime environment is critical.

RSVP-TE [38] is an enhanced version of RSVP which provides a mechaygisvhich
MPLS label switched tunnels (VCs) can be configured along a predeé&sl (explicit)
route. Resource reservations such as are done in RSVP may datntlael same time the
VCs are established. RSVP is thus used as a signalling prdt@totan create and
reroute label switched paths. Dynamic rerouting may be reqtordmypass networks
failures, congestion, and/or network bottlenecks. Like RSVP, the admissntrol and
policy control modules are not defined, meaning that pre-emption (th@agure
termination of lower priority flows to make room for a higheogty flow) is optional.
Reservations are again unidirectional and are made in two phasesywvatvertisement
from the initiator and reservation messages passing from node tabaokiealong the
path from receiver to initiator. RSVP-TE also does not definedie used by the label
switched path. An external path generation algorithm (not defineteirstandard) is
required, potentially making use of information from OSPF-TE escribed below if
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there are QoS requirements. Three such routing algorithmsapesed in this thesis in
Section 6.2.2.

Traffic engineering enhancements have been made to routinggisosoch as OSPF by
including the reservation state as well as connectivity ich eaode’s Link State
Advertisement (LSA). OSPF-TE [39], for instance, includes the miaxi bandwidth,
the maximum bandwidth that can be reserved, and the current undebandwidth for
each advertised link. When combined, this information gives the custat& of the
network which can be used by mechanisms such as RSVP-TE toabukkrved path
through the network. While this can be very useful when the network and tese\ae
relatively static, the overhead introduced may be prohibitive imardic network where
links and/or reservations are short lived. Such schemes also relynetvark elements
supporting the enhanced version of the routing protocol. We have achievetlaa si
capability using a link cost function for OSPF which provides the nominal bandwidth of a
link without changing the OSPF protocol at all (see Section 6.2hbudgh our method
does not learn the current state of existing reservations, itptbbanetwork only at the
time of the reservation along feasible routes thus reducingwbdhead from schemes
such as OSPF-TE.

3.2  Traffic Engineering in Mobile Networks

The mobility and variable quality of the network bearers in tinaei networks suggests
that TE mechanisms developed for fixed networks will not becityrapplicable in this
environment. There however has been relevant research on eraffiteeering in Mobile
Ad-Hoc Networks (MANETS) that address these issues. Thisosefiticuses on the
related fields of Quality of Service (QoS) provisioning (i@ffrioritisation), enhanced

routing (resource optimisation), and traffic monitoring in MANETS.

To the best of our knowledge, only a single paper addresses arot asperaffic
Engineering or network management of any kind in the maritinme@@ment. Recent
reserach in applying static DiffServ QoS to maritime netw@lkdescribed in [40]. This

paper showed that throughput and delay guarantees were hard to aichite
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environment, but queuing and dropping mechanisms, if properly tuned, could provide
limited service differentiation. This paper does not consider tin@rdic nature of the
maritime environment, where the importance attached to diffetasses or even flows
of information vary with time. Our work investigates just such madyic requirement

through the use of the policy-enabled traffic prioritisation service.

It should be noted that there are some fundamental problems with igatait in
networks that should be considered. For example, [41] argues thaistlaet@de-off in
scalability and the granularity of QoS that can be provided. Considdsengrioritised
nature assigned to the importance of information and the low-bandwadtire of
maritime networks, efficiency is critical while fairness of less importance. This
suggests that QoS can be considered for such relatively setatbrks where scalability
is not (currently) of great concern. Similarly, several issugsoviding IntServ QoS in a
mobile environment are outlined in [42]. Though admission control has bediedt
extensively for fixed and cellular networks, it becomes eaflgdlifficult in MANETS
for two reasons. First, there is no fixed path through the network atbrap resource
can reserved. Secondly, it is difficult even to calculate the barfuaidtilable from the
shared wireless medium. The capacity of the wireless madiuaot fixed but can change
with the traffic generated by neighbours as well as the envinanareund the local
node. As a simplifying assumption in this work, considering the smiatiber of nodes,
we assume an abundance of spectrum such that each wireless $motlogerfere with
others. Thus the capacity of wireless links can be considered fixed.

The adaptation of existing fixed-network based QoS mechanisms irdgnamic
environment has been investigated from many different angledAdNETS, all of them
distributed. INSIGNIA [43] is an IntServ-based in-band signaléigstem to provide QoS
reservation services on top of existing MANET routing protocols. TN@&IGNIA
framework supports distributed resource reservation, restoration, addo-end
adaptation irrespective of the underlying routing protocol. Resensatire accomplished
through the use of a specialized IP option field to be added befaimgeackets. When

such a packet arrives at a node, a reservation is made on tenguigk as long the



38

reservation has been previously successful and there areesuffesources on the local
link. End-to-end adaptation is possible through the use of user-suppliecepdheit
allow applications to scale their operations and network usage tegbded success of
the reservation process. INSIGNIA was simulated for comparistn RRS, our flow-

based TE mechanism proposed for maritime networks.

A DiffServ-based solution, SWAN [44], takes its acronym frontekégs Wireless Ad-
Hoc Networks. QoS is accomplished through the use of probe messaget the
receiver. It is up to intermediate nodes to mark the lowestmilyravailable bandwidth.
When the probe reply is returned from the destination, a flow is admitted if theiddmdw
requested is lower than the minimum available. If accepted, thelieegbéraffic receives
expedited (DiffServ) service at intermediate nodes. If links becoverloaded, traffic is
marked upon transmission and the receiver sends exception reportseéadbeto either
drop the connection or enter a re-negotiation phase.

Finally in hybrid mechanisms such as FQMM [45], nodes may playiptautoles and
both per-flow and per-class provisioning are used. The paper sudgesteither of the
existing IntServ or DiffServ QoS methods is completely suitiddeVIANETS. Instead,
per-flow provisioning is used for traffic of the highest priorityhikle per-class
provisioning is used for all other traffic. It is up to the seridezondition its own traffic
(as well as retransmitted traffic) to a relative percentage ofte#dmnk capacity — not an
absolute value. Finally, call admission control may be denied ifa&“€heck” of the
discovered route does not find sufficient resources (similar to [S)\\Ve agree with the
authors of FQMM and our work considers both IntServ and DiffServ components of
traffic prioritisation in maritime networks, but each is suppoed managed as an
independent service. Per-class DiffServ mechanisms are coufigiaethe DiffServ-
based Traffic Prioritisation Service (Section 4.2.2), while critical flaveshandled by the

IntServ-based Resource Reservation Service (Chapter 6).

Another TE-related service suitable for this environment is rpatti routing. Link and

node disjoint paths are useful in maritime networks to recover looalised problems
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caused by mobility, satisfy multiple and perhaps conflicting canstbased (QoS)
routing priorities, and optimise resource utilisation through loaanicatg. [46] provides
an overview of the problems of generating disjoint routes with QoStreants, which
may generate loops based on inconsistent link weights (especittigyifare assigned
dynamically depending on the current load). Similarly, feasiblgtes may not be
discovered. A low-overhead alternative to standard routing is propos¥]inThis
paper suggests the use of fuzzy (statistics-based) logic terammomly route traffic
through mobile networks. Using statistical methods, prioritisedidra$f routed on
multiple (hopefully link-disjoint) paths, simultaneously increasing frobability of
meeting the traffic’'s QoS requirement. In [48], a ticket-ba3e& routing scheme to deal
with imprecise network state information is proposed. Tickets aed ts limit the
number of parallel paths explored during an IntServ-like reservatiasephntelligent
per-hop path selections lead to low-cost feasible paths with higbleakplity and lower
overhead than flooding. This particular work has informed our use ofpheutiaths in
the resource reservation service, though the use of ticketsomaglered unnecessary,
considering the small size of maritime networks comparethdee evaluated in [48].
Multi-path routing is used by the probes in the Resource ReservaivitéSto evaluate
several potential routes in parallel to see if a policy and @o8pgable route can be

found.

Another TE-related service proposed in this work is traffic nooinig. Monitoring the
state of the maritime network is complicated by the low-bandwidth and aliestitate of
the connecting links. For this reason, a probe-based model such atuestegrin [49]
would be appropriate. In this two-tier model, network monitoring comporeaiksd
probes are placed on each MANET node. A (possibly redundant) centrpicied
manager uses information forwarded by the probes to build the netiesk A more
distributed model is used in our traffic monitoring service where pre-processiogasat
the provider node and the amount of information and frequency dissemirnased

according to the subscriber’s policy.
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3.3 Policy Based Network Management

Policy-based network management has been around for some time. Sewereercial
products for fixed networks were available in 1999 [50] though few yf @nthese
products exist any longer. These products provided the multi-vendor sugqaired to
manage heterogeneous networking equipment, mostly in terms oftgegutiQoS. One
product that does still exist, is Cisco’s QoS Policy Manag@M¥51], a product which
uses a policy-enabled application to consistently configure watpects of QoS within
a group of routers. It is not however an network management spstese. The fact that
PBNM solutions are no longer widely marketed shows that the asemnatured beyond
the buzz word stage and the commercial implementation must stahdioown merit.
There has been some work recently in Policy-Based ManagemdANETs. However,
to the best of our knowledge, network management generally and PBNNcstlg has

not been described when applied to maritime networks.

The area of policy has been widely studied in the literadsré refers to both security
and network management. Ponder [52] is a mature example of algampse policy
language that includes security (authorisation) and managemergafai) policies.
Ponder’s basic policies are concerned with the relationship betwsstrnoé subjects and
targets. The subjects are management entities which invoke methods visible ogetise ta
interface. Subjects can be granted or denied access to thes#onpdrg authorisation
policies, while obligation policies define what actions the subjerdt mperform upon the
receipt of an event. We have adopted the terminology of Ponder and thepdicy
standards for use in this thesis. An implementation has recenttynleeavailable as
Ponder2 [53].

In [54], the Common Open Policy Service (COPS) protocol is extendeanidle ad-hoc
environments. Clustering and redundancy mechanisms are used to impataleligy
and availability of a PBNM system in large MANETSs. The outsigrenodel, where a
central decision point must make policy decisions for remote efaot points, was
found to have poorer response time in than a provisioning model where palisipae
are made locally. The system uses service discovery to lpodty components and
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policy negotiation to coordinate operations between nodes. An implementéttors
policy technique for QoS and routing services is presented in [585. GBIBPF has been
modified to reduce retransmissions and handle mobility and the UR8ed¢ at each node

for mobile security. Qualitative results argue that policy pravi@lenechanism that can
quickly and efficiently provision QoS changes. For example, a vittears which was
performing poorly could be quickly prioritised so it can be seen addguweithin a short
period of time. This work was designed for large homogeneous MANEiftsstill
informs some of the work we have accomplished. The service discovery and intem-domai
policy negotiation are of particular interest to our policy systira first of which has
been incorporated in our policy design while the latter remains future work.

Similar to our work, [56,57] describes a hierarchical PBNM systeahwas developed
for user-configurable monitoring and automated configuration of EAMANETS, in
this case for the US army. Unlike our work, the policy systers irgelligent agents to
provide a common execution platform on the multitudinous mobile nodes. Tharyprim
management services include monitoring, data aggregation, and repArtingeresting
policy conflict resolution system was described that distinguileésween actual and
potential conflicts. Actual conflicts may arise in any of thervices either due to a
mismatch of parameters or temporal conflicts. The architepna@osed in this work is
similar to our own except for the targeted environment, managenenices
implemented, and the use of intelligent agents instead of weltessrWhile intelligent
agents provide an technology independent method for executing code, cagstteri
significant processing overhead required and additional sepuobjems with executing
the agents themselves we opted for a more lightweight approattisséow bandwidth

environment.

3.4 Summary

Aspects of traffic engineering (TE) have been well studmetiath fixed networks and
MANETSs. The two main areas we investigate in this work av& @nd routing. Policy-
based network management (PBNM) has also been previously studiedthaimost

relevant work to maritime networks being PBNM of MANETS. Thieas however been
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no research to the best knowledge of the author that deals spigcifith the network

management of maritime networks, an omission this dissertation hopes to remedy.

Standards for fixed networks provide mechanisms for enforcing alviojp@ogy on top

of the physical topology through the use of MPLS virtual circuiSg)V VCs are a useful
concept in static networks but the mobility inherent in maritevorks calls for a more
distributed and robust scheme to enforce TE paths. Similarly, RSMPRSVP-TE
provide mechanisms for resource reservation, but do not specify how ksetipatugh

the network are to be chosen and reservations enforced, even given tp-to-da
information on existing reservations using OSPF-TE. These meoharare relatively
straightforward in fixed networks but mobility again requires cheme that can
automatically respond to a dynamic topology. In general, TE schBméxed networks

are simple and well understood, but are not appropriate consideritaathndwidth,

delays, and failures of the maritime environment.

This chapter has also reviewed several TE mechanisms for NI&ANEnabling QoS in
MANETSs is not straightforward. Schemes such as INSIGNI®WASI, and FQMM
attempt to apply the DiffServ and IntServ schemes used in fixeries. Though the
results from these efforts are promising, the resulting Qfi&eltiation achieved is far
less than that achieved in fixed networks. Routing schemes sult$jast, fuzzy logic,
statistical and ticket based routing schemes can all be applted mobile environment
to improve the QoS of the transported traffic and provide resourceisgtiom through
load balancing. In general, TE schemes in MANETSs are distdbbateve low overhead,
and are designed to handle the channel characteristics and ynapgropriate for the
maritime environment. On the other hand, the mechanisms provide a pate@peach
for integrated TE and the area is not as well understood as in fixed networks.

What we are proposing in this thesis is to combine TE reseanthbioth fixed networks
and MANETSs and to use a third element to enable distribution and didonihat being
PBNM. Despite failures to commercialise PBNM in commerdiedd networks, the

related work shows that policy can be applied in mobile and ad-hoc netinaipport
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of network management tasks. By policy-enabling our TE manage®m®mntes we can
provide fast and automated reconfiguration of the network to meet TE, goatitical

need for maritime networks due to the lack of skilled operators.



4  Policy-Enabled Traffic Engineering

The two themes of this dissertation, policy-based automation arid eafineering-
based management, are further developed in this chapter. The argtoneghesuse of
policy in maritime networks were previously explored in Section 2.8, rhain
argument being that automation is required because the magitvrenment is dynamic
not only in topology but in the importance placed on particular typeaftittat different

times.

This chapter begins with a high level overview of the policy syste have used to
policy-enable the management services. This system, developeRCatiludes the
usual functionality of a policy system that includes a mechanism faletir@tion of high
level management goals, the interpretation of such goals into dexnwmands, and the
distribution of those commands to network devices. There are severaktig features
that have been incorporated to handle the specific requirementariinma networks.
These include a SOA-based architecture, a scoped policy reptesenth three levels
of abstraction and concurrent operational-sets of policy, and a numpeliayf services

including policy distribution, provisioning, enforcement and conflict resolution.

Focus of this chapter is the main contribution of this work, the fopppgzed policy-
enabled (PETE) management services. The motivation for using poliayaritime
networks is the need to adapt quickly in an environment where the eiegmits and
capabilities change. Mobility and operational imperatives chargehwinks and routes
are available while both local and global needs change whiclctimfinost important to
travel over those links. The traffic engineering services destiere were developed to
provide the resource optimisation and flexibility required to deal thiése requirements
by using the automation provided by policy. These services incluffie traonitoring,
traffic prioritisation, adaptive routing and resources reservafhich due to its

complexity is described separately in Chapter 6).

44
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We begin this chapter in Section 4.1 with a description of the PBMNMitecture, policy
representation and associated policy services. The PETE maewigservices are
subsequently introduced in Section 4.2. Finally, these two piecesarghb together

with a summary in Section 4.3.

4.1  The Maritime Policy System
In this section we provide details of the distributed and serviested maritime policy-

based traffic management (PBTM) system that was develogetht collaboration with
colleagues at CRC. It should be clear that this section desthbeesults of a three year
team project funded by DND in which the author made significantnbutexclusive
contributions. It has been included as background for the PETE managssmanes
described in the following section. Interested readers are encduagead the project

report [2] for further details.

There are three main areas of innovation in the maritime systeam are summarised
here. First, the system is based on a distributed Service @ri&ntaitecture (SOA)
based architecture. Second, the three-level scoped policy reptesehas been divided
into operational sets to facilitate fast and precise switchaivpolicy in times of critical
need. Second, the policy services have been designed to providebbjadtecient and
robust automation tailored to the requirements of the maritimeonetWhese ideas are

described more fully below.

4.1.1 The PBNM Architecture
The maritime policy system uses a distributed architectureffwiency and resilience.

Each maritime node (ship) contains a fully functional and symraétiapy of the policy
system. The ships operate within a policy domain where servigesahaommon set of
policies within a single policy domain. By adopting the servicentetk architecture
devices and the PETE management services can be similarly-pobled. Though the
system components at each node are the same, the policy on eacmayd&fer

depending on the local operational requirements. The concept of padog scfurther

explained in Section 4.1.2.
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To achieve our management objectives, we decided to use an amchitedtich
combines Service Oriented Architecture (SOA) and policy-baséumhitpees. They both
offer critical benefits: the service-oriented approach offlensibility and extensibility

[58] while the policy-based approach offers automation and ease of use [18].

This approach led to the definition of a PBNM architecture Ihitiaased around the
IETF policy architecture (Section 2.2.2). The architecture sup@utsmation and
distribution (for efficiency and robustness).The system is symmetrical and thus all
components are present on each maritime node (ship). It incorpS@reprinciples to
coordinate the management services in the system. The architecture isrskayuna 5.
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Figure 5, Proposed Policy Architecture for Maritime Environments

The main components of the architecture are: the policy servaraice, which accepts
policy from operators while assigning roles to devices; the pdigstem, which
interprets high-level (HL) policy and pushes low-level (LL) coamds out to policy-
enabled resources (also known as PEPS); the proxy PEP, whichhakews-level policy
and configures associated devices to conform with policy; reposjtaresh store lists
of high level policy, network resources and the roles of those respardepology
monitor, which notes changes in the operation of the devices; and fihallgvient
service, which helps to distribute events from the policy systemtl@dinderlying

network. A complete description of the architecture was reported in [4].
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In this architecture, Web Services expose the traffic manageservices to users via the
Policy Service Interface (PSI). These management seraicepolicy-enabled — their
operation is guided by the policies submitted by users. Other evaeag and policy

services could also be added at a later time

The policy manager is a collection of policy services whidetioer act as a Policy
Decision Point (PDP). The policy system receives the HL pdigplied by the user,
evaluates them, generates the appropriate policy decisions, and gmewasisociated
Policy Enforcement Points (PEPs) accordingly.

In order to accomplish this, the policy manager matches the ingdtil policy with the

appropriate management service. The management service then istdr@rdL policy

using specification policy rules with the rule engine to genedatgce-independent
(capability-specific) Low Level (LL) policy decisions. The Lpolicies are then
distributed to the appropriate policy-enabled resources (PEPshevi€@®PS protocol
[25]. Given that current network devices are not natively policy gveaproxy PEP is
used to translate the LL policies into configuration commands.

Additional architectural components include: a repository, which stbeeseceived HL
policy; a topology monitor, which detects changes in network conngctantd, finally,
an event distribution service, which helps to distribute events fierpdlicy system and

the underlying network.

The components and their relationships are described in more detaw. bEhe
operations of the various policy services are described in Sectionwhile3the PETE

management services are described in Section 4.2 and Chapter 6.

4.1.2 Policy Representation
The ability to capture and convey essential network managementivdgea the form

of a policy is a key facet of any policy system. Becauseetime policy can be broadly

applied to many areas and subjects, there is a need to explainonkatutes a policy as
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it relates to the policy services described in Section 4.1.3. WeHeok at three key
concepts that were developed for policy representation as part mintig-developed
maritime policy system. Details of the policy represeatatised in the policy system’s

prototype are presented in [5], and included as Appendix C.

Management goals (high level policy) are entered by the user thraughterface
consists of well-known attributes such as constraints, actions agetstabut do not
currently support external events. This ensures that operatorsdiage control over
which policy is currently enforced. Below the high-level police have included two
other levels of policy as part ofpalicy continuum. High-level policies are translated by
a set of specification-level meta-policies into capabilggesfic low-level policies. All
three levels of policy are independent of each other, but the continupolief within
the system is vital to the correct operation of the manageraentes they modify as a
whole throughout the network.

The second area of policy representation was developed to dbathwiproblem of
hierarchical control. Since maritime nodes are given a levauttihomy regarding the
operation of their communication systems, the concegtopehas been added to the
policy representation. Policies are defined with eithecal scope (policies that apply
only to the local node) or domain scope, where the domain authontyates Domain
Critical) or only recommend€Domain Recommended) high-level policy that applies to
all nodes in the domain. Scope is used to determine which policy applées/ given
time in order to avoid conflicts between policies, with Domain &ilitpolicies having
the highest precedence and Domain Recommended having the lowestepcece

Conflict resolution is further discussed in Section 4.1.3.4.

Finally, maritime nodes spend most of their time with a singlerabipeal set of
communication policies that can be seen a single set of policgeudr, in times of
critical stress or due to mission requirements, the managenoahé gan change
drastically. The concept of a ship&perational level was introduced to allow for a

different set of policy to be active at one time. Each levelesponds to the current
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communications status of the node. For each level, a differeot gelicies are specified
in advance to express networking requirements based on the avatatmheunication
capabilities. This innovative concept was added so that a ship mayygsuatch from

one policy-group to another with the policy system automatically rgatkia required

changes to network devices and services to meet the changed needs.

4.1.3 Policy Services
The operation of the policy system is divided into a number of itdézck policy

services. A distribution service takes HL policy generated by the user thfmBgist and
sends it to all policy systems that are affected by it (u#ipg on scope). A provisioning
service takes the HL policy that reaches the local systgwves it to the appropriate
management service, and provisions the resulting LL policy to thg+ftB#Rs registered
to receive it. A policy enforcement ensures that LL policy thathes a PEP is enforced
on its associated device, ensuring that the goals of thd iHitigoolicy are respected.
Working with each of these three services, a policy conflialuésn service resolves
conflicts that arise when the implementation of overlapping HLcpakould result in

conflicting device commands.

4.1.3.1Policy Distribution
Based on the policy system requirements for efficient and robeshtign, a policy

distribution service was developed. When the user submits a HL paioytiie PSI, it is
sent to the local policy manager. The policy manager then genétagadicy that may
be distributed throughout the management domain. Finally, low level pslicgnslated
by the policy enforcement point (PEP) into device-specific conti;mand sent to the
appropriate device(s). As shown in Figure 6, the policy managelidsgathe HL policy

document it receives from the PSI based on the policy’s scope.
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Figure 6, HL Policy Distribution (from [6])

Local scope policies are processed locally i.e. they are govéme local PETE service
(steps 1-3). If the HL policy document also contains domain scopeypsttitements
(domain critical and/or domain recommended), the policy system,dditian to

processing the domain policies locally, also re-distributes tioeall ships (steps 4-6).
All nodes receiving domain-scope policies will pass them on to lieat PETE service

for processing. Pseudo code outlining the policy distribution process is given in Figure

Algorithm: Policy-Distribution
Input: a list L of maritime nodes
Output: none

1. Take a node’s address from L and request a lock from the node

2. Once granted a lock to that node, send the policy

3. Once the policy download is complete, release the lock and once relegse is
confirmed remove the current node from L.

4. Repeat steps 1-3 for the remaining nodes in L or exit if L is empty

Figure 7, Policy Distribution Algorithm Pseudo Code
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Thus local-scope policies are immediately processed while desnape policies entered
locally are distributed to all nodes for processing. This imphes all ships will be

enforcing the same set of domain-critical policy, their owrallgmlicy that does not
conflict with domain-critical policy, and the domain-recommended pdhey does not
conflict with other two types of policy. Thus each ship may haveg siferent sets of

enforced policy. How conflicts are resolved is explained in Section 4.1.3.4.

A difficulty with this distribution scheme is that there may thmes when a node is
disconnected when a new domain-scope policy is disseminated. In @orelesire that
policies are consistent when the node regains communications, some policy
synchronisation mechanism is required. A simple solution would be ke ose of the
topology monitoring service to recognise when the local node hasi@dgaonnectivity
with the domain policy authority, and then have it retrieve thestladlemain scope
policies from the NOC. A related complication arises if a cotore is made between
nodes which do not have connectivity to the NOC. Since there is no gealtieir
domain policy will match, they must compare their various versiorsalétion would be
for all nodes in this partitioned group to distribute all their donpalicy to all other
nodes. It is up to each local system to select and provisiandberecent policy using a
versioning number attached to all policy. A more efficient solutiomlevde for the
group to elect a “virtual” NOC and agree to use its version of dopwicy until contact
is re-established with the real NOC. Investigation of poliaychyonisation issues is left

as future work.

4.1.3.2Policy Provisioning
Policy provisioning is the process by which high-level (HL) @plis interpreted into

low-level (LL) policy appropriate for a registered PEP. Whew R policy arrives at
the local policy system, the policy is provided to the appropriatagemnent service for
processing. It is up to the management service to produce LL pdkcysions
(capability-specific commands) by associating the regidtelevice types/roles with the
policy. PEPs must register their type and role with the Ipcdiicy manager. Once

registered, the policy provisioning service will forward all relevanpblicy to that PEP.
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In order to be able to provision the high-level policies, the systeist e aware of
existing network resources and their capabilities. In a mokiteork, the topology and
thus connectivity will change as nodes are removed or added, and linlesnaearily
disconnected due to failure or mobility. It is crucial for the policy systemep kpdated
knowledge about the current resources available to support policy provgsiorie
process of automated resource registration and discovery is illustratedriea &ig
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Figure 8, Component Registration and Discovery Serges

In this scheme, PEPs initiate policy participation through a psooksegistration. The
PEP registration service is first found through the WS serviseodery (UDDI).
Registration provides the PEP with the address of the local mtatem, and provides
the local policy system with the type and role of the PEP tadmed to the PEP
repository. In the case where there are resources which are iecgtgware (i.enatively
policy aware, or previousihwrapped by a policy translation service), it may be necessary
for the device or service to be discovered, angraxy PEP of the appropriate type
created via a proxy factory to act as an intermediary. @aiem currently assumes proxy
PEPs have been previously created and configured with the addressladathgolicy

managder.

When the proxy PEP is finished initialising, it establishes aPEGession to its

associated policy manager (specifically the policy serwshich acts as its Policy
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Decision Point (PDP) in IETF terminology. The PEP supplies irdtion to the PDP in
the form of a COPS configuration request. This request desctheesdevice’s
capabilities, including the client type and role. The client typesied to specify what
types of policy (management services) the PEP understands aretested in. The role
refers to the capabilities and function of the particular dewoe. example, in the
prototype a proxy PEP for an edge router controlled would use #h& tjpe “Traffic
Engineering” and the role “edge router”.

The PDP (policy server) will respond to the initial configurati@yuest with all
provisioned (currently in force) LL policies that are relevarthie PEP device. If there is
no relevant policy returned, the PEP will take on a default behavi@&k (f@pendent

default policy), and remain in a position to be provisioned at a later time.

Once the PEP is registered, when a HL policy is received fhenPSI by the PDP, a
copy of the HL policy document is stored in the policy repositooy (ise in failure
recovery) and another passed to the associated management seivice provisioned

LL policy sent on to the appropriate PEPs. The complete policy pwoing process is
shown graphically in Figure 9.
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Figure 9, Policy Provisioning Process

Once the associated management service has been identibeding the provisioning

process by determining which devices will be affected by thepéllcy which has just



54

become active. The management service uses the role and typestefreel devices and
the policy scope as well as the submitted HL policy documeimpas to a rule engine.
The rule engine uses the set of mapping rules (specificatiohpdeley) specific to the
management service to process the information and create Lly p@asions. These
decisions are passed back to the policy provisioning service whichacesnthe newly
generated LL policy against the currently applied set of LL polidt extracts the
differences and produces a set of remove/install decisions. Pbbieg decisions are
then passed to the policy server which matches the resultinty gnerated with the
client types and roles that PEPs have expressed intereshenmatching LL policy
decisions are then provisioned to interested PEPs for translatiatewit® commands to

enforce the provisioned policy.

The PEP maintains its COPS session to the PDP activetimesd. This allows the PDP

to push policy decisions to the PEP when relevant policies are sthdifhe PEP may

transmit a new configuration (client type/role) request to the Rt any time to report

changes in its capabilities or to simply send status infoomati the PDP. The use of the
persistent COPS session between the PDP and the PEP allowdebiutts to detect

immediately when the other device reboots or fails.

4.1.3.3Policy Enforcement
The policy system operates, in part, under a provisioning exeautiolef. This model

requires that devices be configured based on current (or defalify prior to
processing events. As events occur, they utilise the provisioned polidgcide what
actions are to be performed. Once the policy has been provisionéae device,
monitoring is required to ensure that the policy is being correctigrced. The policy
enforcement service is tasked with the translation of provisionedalicy into device

commands that can be enforced on the PEP’s associated device.

In the PBNM prototype system, the devices to be provisioned are @isters which are
policy-enabled through the addition of a proxy PEP. The PEP maictmme&ction state

8 The provisioning execution model is used for &IME services except the reservation service. Yolic
decisions for the reservation service are genergted arrival at the source of a service request.
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to reduce the complexity of the interactions with the routers. iPslimome into force
when they are submitted at the PSI. Thus, once the policy se&asesent the LL policy
differences (install/'remove decisions), the proxy PEP mustenhately translate the
policy into commands understandable by the device for which it i®xy pn order to

enforce the new policy as it is provisioned.

Two types of policy monitoring should be considered. The first tygaternal policy
monitoring, which reports on the status of local policies (which padicurrently active,
pending, conflicting, etc.). This is available as part of thevid#¢h provides a view of

all policies (of all scopes) that have been applied on the tmxid. The status of policy

of other nodes must be accessed remotely by connecting to thee neoticy manager.

The second type is external of policy monitoring. After polici@gehbeen deployed, it is
important to have an independent monitoring process in order to ensure that the
goals/requirements of deployed policies are being correctlyaadoi his is achieved by

the traffic monitoring service (Section 4.2.1). By comparing the pdé&ined goals with

the actual state of the network at each node, the correct operatiom BBNM system

can be gauged.

4.1.3.4Policy Conflict Resolution
In any complex policy system it is possible that more than oneypafiplies given the

current set of policy, clients and roles. Which policy should have ¢eece depends on
a number of factors and no widely accepted solution has been foundinateitthis

choice [59]. While a distributed and fully automated policy resolutiechanism for the
PBNM system is left as future work, there are a few ingtmmdere conflict resolution is

required and accomplished in the current system. These include;

* Assignment conflicts that occur when contradicting priorities or routings are
assigned to the same traffic class
* Match conflicts that occur when traffic flows match multiple policies

» Temporal conflicts that occur when multiple service requests do not have enough

resources for a certain period of time,
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A simple conflict resolution mechanism for assignment conflict®lves the use of
policy scope. Domain-recommended policies have lowest priority| [ou&ies have
intermediate priority, and domain critical policies are of haghpiority. An example of
this type of conflict can be found in the traffic prioritisation ppl{described in Section
4.2.2). A typical domain-recommended policy is: “email traffic toseat in the best
effort class”. An individual ship may decide email has mediurripyiand have a local
policy to that effect. This local policy takes precedence unlegsrain-critical policy is
in effect specifying some other QoS treatment for emailsuoch a case the domain-

critical policy would take precedence over the previous two.

Match conflicts can be resolved by applying the policy with tlstrapecific description
of the flow in question. The most specific policy includes the mostrigesrs including
source, destination, port number, etc. For example, if local policydisated that email
were to have medium priority and another local policy B indicédtatl @mail from the
commanders laptop were to have high priority, the priority of etraffic would depend
on where it originated. Since traffic from the commanders laptaphas a more specific

policy (includes a source) policy B would be applied to that traffic.

Temporal conflict resolution involves existing service request policiesrthtth in every
aspect except their start and end times. If the policies oviertaime for the same link,
the conflict is currently resolved through priority mechanisms.hiigjeer priority policy

will invalidate the lower priority policy, or will cause the gee request to fail
depending on the order in which the policies were made (thereseheice request is

given priority).

4.2 The PETE Management Services
When different network applications converge onto a single maritividdN, traffic

prioritisation and resource optimisation becomes important to ensate ctitical
information is delivered before less urgent traffic. One of thim rmantributions of this
work was the development of four management services to meeatfie éngineering

requirements in the maritime environment described in Section 2.1.4e RESE
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management services include traffic monitoring, adaptive routiaffic prioritisation,

and resource reservation services.

The traffic monitoring service (Section 4.2.1) distributes the custate of the local
node’s traffic and communication capabilities to other connected nodes asdeandras
able. The traffic prioritisation service (Section 4.2.2) matcra#Bd with the priority and
precedence applied by policy and matches it to a QoS classaf@ntission in the
network. The adaptive routing service (Section 4.2.3) concentrates onraes
availability and resource suitability. Routes are based on awaitealrers, and limited
by operational and application requirements. The resource resargativice provides
end-to-end QoS guarantees for critical flows and is describedaselgain Chapter 6.
Together these services provide a valuable traffic engineeapgbility in maritime

networks as described in Section 4.3 and as shown through simulation in Chapter 5.

4.2.1 The Traffic Monitoring Service
In order to provide the ability to ensure that provisioned policies are achieving ittesldes

effect, a traffic monitoring service (TMS) was designed tasuee the outgoing traffic of
a node and relay this information in summary form to applicationdienntaritime
network as required and as able. Timers and retransmissiohs stitnmary data are

used for fault tolerance.

One aim is for the monitoring service to give feedback via tlemteservice to other
management services so they can determine if their polioging respected, and if not
how the policy has been violated (policy monitoring). The traffic nooimigg service can
also be used to monitor the state of the various other nodes in trelneisvthe PSI or

another monitoring process.

After a monitoring client has registered its interestaneiving traffic updates from a
particular node (subscribed), it will receive information peridtliga one of three levels
of detail based on policy: base, enhanced, or detailed. The amoufdrafation sent to

interested parties, most often simply the NOC, can be tunsaibgshing between levels
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so that the information is delayed by a bounded amount, or genena@xienum

bandwidth overhead per unit time.

In base mode, local nodes transmit the current network topology and aasuwinthe
aggregate traffic going in and out of that node (as total bandwidtlraféc class).

Minimal overhead is generated, even if broadcasting to all peer nodes in network.

In enhanced mode, the links can also give similar information, asawéfie bandwidth
allocations for the various priority levels and how much has beenvezsby RRS flows.
More bandwidth would be required to broadcast to all peer nodes, mutticesspecific

interested nodes is recommended.

In detailed mode, traffic classes can be further subdividedndieidual flows and may
include information such as delay, jitter and packet loss rdifoavailable — from
protocols such as RTP). This is again link centered. Significant bdtdwould be
required to broadcast/multicast to peer nodes in network, unicdBt t@ highly

interested nodes is recommended.

In order to provide improved responsiveness and avoid overloading the netwlork w
management traffic, the TMS is policy-enabled. The targetrjted subscribers), detalil
level and period between successive transmissions are influepgeidy. In extreme
cases no transmissions are made and traffic updates must logtlgxpliched using the

PSI due to the bandwidth required. Some examples of traffic monitoring policy are:

« “If the outgoing WAN links are congested, broadcast only badgctstatus, with
a limit of one report per subscribed node per minute (local policy)”;

« “If the WAN links are not congested, distribute the base statall feer traffic
monitoring service instances every hour (domain-recommended policy)”;

« “Allow detailed status to be sent to the NOC only, all other nodag omly
receive base and enhanced status and must explicitly request ehistatcs

information (domain-critical policy)”.
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Using the information generated by the TMS, network aware apphsatan tailor their
operation to network conditions in order to achieve a desired ségvigle This service is
particularly interesting for maritime networks since it woulddificult to make such

automated adjustments using existing technologies.

Existing management products which use SNMP are known to swangwtibahdwidth
links available when starting up because of the traffic generatddtermine the state
and configuration of the network. The advent of distributed architecand protocols
such as the Network Configuration Protocol (NETCONF [RFC 4741]) imayove this
somewhat but the ability to tie traffic information into applica with a policy
assignable overhead is novel. Simulations (see Figure 15) showadlib#t small (four
ship) and larger (eight ship) networks, traffic data could be updatte NOC at least
every 30 seconds by switching to lower levels of detail when the intervenimgrketvas

loaded.

4.2.2  The Traffic Prioritisation Service
The second PETE service is the Traffic-Prioritisation seryideS). In an approach

common to previous PBNM solutions, we assign traffic to differaffSBrv classes to
prioritise the more important application traffic relative taffic of lesser importance.
Effectively, the service uses weighted fair queuing (WFQ) anihffic identification

scheme to match the policy assigned priority of traffic withegghted proportion of the
transmission resources. This assures that relative trafficitpris maintained from

source to destination, including over the relay points.

We have defined five DiffServ classes: best effort, backgrastaddard, excellent effort
and streaming. Each of these classes is given a policy-defeigtiting. The higher the
weighting, the greater the proportional resources assignedQoet of the best features
of weighted fair queuing is that if a class does not use ats@fssigned resources, the
extra bandwidth is split between the remaining classes propdrtigthaits weighting.

Thus higher-priority classes get a greater proportion of “fresburces to use if needed.
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In all, this mechanism provides a guaranteed minimum level oficeemwith the

possibility of getting more if other classes do not need their share.

The traffic prioritisation service only assigns applicationh&ofirst four of these classes.
The fifth class is used only by the resource reservatisiceen order to guarantee that a
certain amount of bandwidth will be available to the admittedi¢rliiws. This scheme

is described in more detail in Section 5.3.3.

Which traffic is assigned to which of these four DiffSerassles is determined by policy.
Traffic can be assigned from something as general as anaplitype, to as specific as

a particular flow between two known end points. Examples of TPS policy are:

« “all chat traffic from the local commanders laptop is to beigassl to the
excellent effort forwarding class”; (local policy)

« “all email traffic originating on the local node is best effort”; (local pglic

« “all VOIP traffic throughout the maritime domain is recommehtiebe assigned

to the excellent effort forwarding class”. (domain-recommended policy)

By using a policy system to dynamically alter the relaghip between queuing resources
and applications, the desired service level for some trafficbeaassured with a high
probability. The drawback of using traffic prioritisation on its owrthat it does not
guarantee that network resource utilisation will be globally apéich For instance, since
maritime nodes currently use a link-state routing protocol, onhhitleest-ranked link
for a certain destination will be chosen, leaving alternative Ipdtentially underused.
Similarly, since traffic prioritisation is based either opea ship view at a particular time
(is using local policy) or global traffic priorities (if g domain policy), both schemes
may lead to sub-optimal sharing of queues when attempting to meet both setsiaf crite

In order to achieve the dynamic allocation of traffic to aaverforwarding class, a
number of technologies must be used in combination. First the edgesrauist be
updated with traffic mappings (assign DSCP code points to actidéfss identifier).
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Then, routers must be updated with queue discipline (bandwidth/weightiingeeet the
information exchange requirements for that class if it does readyirexist. After this,
there must be some monitoring function to measure QoS to provide feeulichcks that
provided by the TMS to ensure the desired service level is laeimgved. Finally there
some mechanism is required to connect these features so thaduadivaffic classes,
flows, and even groups of traffic and bandwidth priorities can be cetdld across a
large number of machines at the same time. All but the latteske are available in
existing network management products, and the automation provided by pdey-ba
network management supplies the rest. Simulations show that thed&lys could be
significantly reduced when assigned to a high priority, and the delald be varied by
changing the priority of the traffic. It also showed that snall network voice calls that

had unacceptable delay without TPS could be made acceptable with TPS.

4.2.3 The Adaptive Routing Service
One of the underlying goals of our approach is to have the PETEesemorking

together to supply an integrated end-to-end service. Mobile nodes maymhdtiple

WAN links of varying capacity, but applications may be able ti&emase of only a
subset of the available links. This may be for reasons of delasitivity (e.g. for VOIP
calls) or because of the error/failure rate of the link (e.gftppcommunications). This
led to the third PETE management service, the adaptive-routvigesARS). ARS uses
MPLS (a tunnelling technology) to divert traffic from the defaalite when links cannot

meet the base QoS requirements of the application or are currently overloaded.

First, the ARS matches traffic classes to WAN resourcssertially, it indicates what
types of traffic must/should travel over a certain type of lwe#tirenakes use of resource
availability (e.g. does the bearer possess sufficient bandwidtedbthe requirements of
that traffic class) and resource suitability knowledge (e.g. ttaebearer impose delays,
error rates, etc. that will not meet the requirements of thiictclass). The ARS service

ensures that applications are using links that can meet their underlying@@m@ments.

Secondly, the ARS avoids the use of overloaded WAN links. Based on thentcur

utilisation of the local links and the QoS required by new apmicadtaffic, the ARS can
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be used to reroute traffic over underused links to take an alteoudeto the destination.
This mechanism relies on a set of MPLS tunnels in the netealldd an MPLS overlay
that is created in the network specifically for the purpose of proyiditernate routes

based on the links that are likely to become overloaded.

Examples of ARS policy are:

« “traffic exclusive to the task groupHOULD be sent via LOS links UNLESS
such traffic cannot meet its QoS requirements”; (domain required policy)

* “links with utilisation greater than 85%UST reroute best effort traffic onto an
alternate route (if an alternate MPLS tunnel exists) or drigpttaffic”; (domain-
recommended policy)

e *“voice and video traffidMUST use satellite bearers onNLESS its utilisation

is greater than 70%”. (domain-recommended policy)

The benefits of such routing flexibility are significant. Bles ensuring that traffic of a
given type of will flow over a bearer that supports it, ARS rsffe solution to the well-
known load-balancing problem. Traffic from the same source and &athe destination
can now travel over different routes. Since the path selectedasl loa the traffic type,
as opposed to the route cost (shortest path), ARS provides a bettbutilst of traffic
across the WAN links and thus better utilisation of available erétwandwidth. This
result was verified by simulation.

The main advantage of interfering with the default routing is ithean lead to more

optimal use of global link resources. This provides what would be unusedwittks

some traffic. Altering routing can also lead to better serfoc most traffic, but almost
certainly for traffic identified by policy as the most @#l. The combination of TPS and
ARS provide a basic TE capability by prioritising traffic andimging network resource

utilisation.

There have recently been advances in automated routing adjustasemgs multi-

topology routing technology. This technology allows multiple sets @fuitefoutes to be
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created at each node, based on different routing metrics. Famgasbesides minimising
the end-to-end OSPF cost, separate routings for hop count and maximumdbandw
could be supported. While a step in the right direction, there stitl teede changes
made on each router in the network to define paths, metricsraffid tlassification
schemes to match the two. This needs to be coordinated globalhstoedoop-free
connectivity (loop free). Simulations show that alternative routicmdd again make
voice calls with unacceptable delay characteristics adaept@his shows that altering
the relationship between queuing resources and applications can beo wsddete a

desired service level for some traffic.

4.2.4 The Resource Reservation Service
In order to meet the TE goals in the maritime environmentaddéional PETE service

was developed. Though the previous three services help to achievafficeotrented
performance objectives, alone they do not meet the military requirementsdqriaity
and pre-emption for critical flows. Some guarantee of end-to-ef#l iQ the maritime
network is required for critical traffic. For this reason, thedvece Reservation Service
(RRS) was developed. For completeness we describe this serveeeiiefly while
Chapter 6 provides a functional description of this novel service. Aiptso has been

previously presented in [7].

The RRS uses distributed admission control to limit the numbepwEfthat can use a
pool of bandwidth reserved on each link in the route between sourcesdimatiien. The
Resource Reservation Service provides a guarantee of end-to-endoQa8mitted
application flows. This sort of protection is most commonly useful real-time
applications (such as VOIP or video), but could also be used for kcdata transfers

(such as a specific image transfer or chat session).

RRS has been designed with a number of features to deal wittegheements of
maritime environments. This includes probing multiple routes in phtalldistribute the
reservation load, a priority and pre-emption scheme to give mecedio the most
critical flows, fault tolerant features, and dynamic recanfgjon of its operational

parameters to meet changes in operational requirements.
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Examples of RRS policy are:
* “A maximum of 50% of the available bandwidth of a link may be resEr
(domain-critical policy)
* “Reservations which are pre-empted or terminated due to a charigpology
(mobility) should be immediately re-attempted on a different route”. (locaypol
* “High priority reservations should have a disjoint bypass routervedeand

placed on standby”. (local policy)

The use of admission control to provide guaranteed end-to-end servicbebas
standardised in the fixed network for some time through the use of RSVP as introduced in
Section 3.1. While RSVP does provide a basic end-to-end service, itdiseational
(where most reservations are bidirectional), does not support preser(iptits original
form), uses the default routing (the default route is quickly atdrin maritime
networks), and does not allow for dynamic reconfiguration of itsnpetexrs. These
differences are explained in more detail in Section 6.1. RSVRIJds support pre-
emption but is otherwise similar though it has higher overhead andréntly unused in
the maritime environment. In order to determine the value of soaterés of RRS in
maritime networks, the simulations compare it with both RSVP arésarvation
protocol designed for mobility and MANETSs called INSIGNIA. Theglations show
that pre-emption and multi-routing both provide significant improvements R%&/P

while INSIGNIA is not well suited to the maritime environment.

4.3 Summary
This chapter has introduced the main components required to support owHEPalidgd

Traffic Engineering (PETE) services as well as the sesvthemselves. The maritime
policy system is based on a service-oriented architecture andi@savinumber of policy
services to support management operations and developed in collaboration wit
colleagues at CRC. The policy system provides a number of advamtathiee maritime

environment.
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The policy representation developed for the PBNM system includesdncepts of
multiple layers of abstraction, policy scope and operationaldeVaree levels of policy
abstraction are used to ease the transition between operatoederitigh-level
“management goals” and device commands sent to networking equipntieptliéies
are assigned a hierarchical scope when entered which desigretteewthe policy is a
global recommendation, a local policy, or an overriding globally agpécaequirement.
This concept was added to deal with the distributed management gutbquirement in
maritime networks. The concept of having multiple sets of poliaylo€h only one set is
currently active was added so that when operational requirembatgyes a new
consistent and pre-planned set of policy is ready to be provisioned immediately.

In order to support automated, efficient, robust, distributed, and secuatiopef the
PETE services, the policy system provides a number of crisiealices: Policy is
automaticallydistributed where required, though nodes can operate independently in a
hierarchical structure; policgrovisioning automates the processing and distribution of
the configuration commands for a management servieaforcement of policy is
provided within the system at the local endpoints; and while new poimagy conflict

with existing policy, policyresolution mechanisms mitigate several types of conflict.
These capabilities are extensible, for instance with the addfiche proposed PEP
registration and PEP discovery services, new devices may benidatisy added and

removed from the network yet still be managed through the PBNM system.

There are two main goals for the PETE management serviceduoéd in this chapter.
The first goal is to meet the TE traffic-oriented (prigetion) objectives in the maritime
environment. This includes the minimization of delay, packet delagtian, and the

maximization of throughput that are achieved based on the needs wiffiteirivolved

and the operational requirements of each individual ship and the neangtwork as a
whole. The second goal is to meet the TE resource-oriented (adtonjsobjectives of
the maritime environment. This includes ensuring that network resotdocest become

over-utilized and congested in a subset of the network while links altergate routes
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remain underutilized. In order to meet the TE goals, four manageememntes have been

developed:

* In order to ensure that policy has been successfully impleaen the network
and provide network operators with a view of the current stateaffictin the
network, araffic monitoring service (TMS) has been developed;

e Secondly, in order to prioritise traffic based on operational ndedtraffic
prioritisation service (TPS) was developed;

* In order to balance traffic load across the network and &pylication traffic to
routes that satisfy their QoS requirements, ddaptive routing service (ARS)
was created,

* In order to meet the maritime requirements for hard pri@uitg pre-emption for
critical flows, the resource reservation service(RRS) was developed to

guarantee end-to-end bandwidth.

Combined, these PETE services ensure the traffic is prioribser the bearer (links)
most suitable for the type of communications, operation and applicatippaoigs the
traffic-oriented performance objectives), and optimises the useasft communication

resources (supports the resource-oriented performance objectives of thosmewit).



5 Simulation Results — Part One
This chapter presents the results of the simulation work used toasvdbur services,

one policy service (distribution) and three of the proposed PETE maaagssrvices
(TMS, TPS and ARS). The chapter begins with a description of ttieodwogy used for
generating the simulation results. This is followed by thaikition setup, including the
network topology, mobility model and background traffic model used forthedl

measurements. There is then a description of the models usedHorfedhe simulated
services. The results of the simulation exercises form the butksothapter, which ends

with some discussion of the overall results and their support of the thesis as a whole.

5.1 Methodology

One of the common problems with MANET simulations researcheidack of credible

results [60,61,62]. This can be caused by research that is not:

Repeatable where experiments do not describe all configuration settings;

* Rigorous, where the model settings which are varied, and how much they are
varied, do not exercise the feature under investigation

* Complete where the model is oversimplified (leading to ambiguous or incorrect
conclusions)

» Statistically Valid, where the method of analysis is not described or does not
follow mathematical principles; and

» Empirically Valid , where simulations are not compared with results from world

examples or prototypes (when possible).

This section attempts to address these concerns by desciiii@ngnethods used to
engender credibility. To provideepeatability, the following settings were used in all
simulations except where specifically noted. OPNET version 11.0 Rklused with the
default node and link models configured as required. Additional modeés areated or
existing models were modified in some cases as noted. Simutatisrof 130 minutes
were used with measurements beginning 5 minutes into the simutatoto allow

routing protocols to settle and the initial queuing effects to be igndieis value was

67
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chosen because it is approximately three times the amount ofeituiged for routing to
converge and applications to reach steady state. In order to retm\ffects of a
particular simulation seed value, twenty runs are performedllfoneasurements, each
with different seeds. All network protocols were configured to openatie default
settings throughout the entire simulation timeline. Additional inféilonaon the network
configuration can be found in Section 5.2, which provides a descriptidre afetwork
and traffic configuration, and Section 5.3, which provides a descriptiotodéls used to

simulate policy distribution and the PETE management services.

In order to provideigorous andcompleteresults the following approach has been taken.
The main metric of interest in the work relates to the respdinse of different
applications and how that response time is affected by variouseCBamism. For that
reason, the settings varied are at the network and applicatenolely. The simulation
setup described in Section 5.2 provides the complete set of networlcdeNigiurations
that were changed to provide minimal but sufficient variabilityekercise the PETE
services described here. The variability in the application pedioce can thus be fully

ascribed to the changes in network configuration and PETE services themselves

To ensure the results described herestaéstically valid, the following approach was
taken. Statistics are averaged over each simulation. All remdtguoted with a 95%
confidence interval, which gives values within the specified range 19 diotexd 20. The

mean is calculated by summing the result of each simulatiealigiation measurement
and dividing by the number of results. The standard deviation is agdduhs the square
root of the variance of this mean. From this the standard erroaldcsilated as the
standard deviation over the square root of the number of results. Fireatlyo way 95%

confidence interval is calculated as an offset (+/-) of thenmath a value 2.093 times

the standard error for 20 measurements (simulation).

For empirical validity, simulations were compared with an existing implementation
where possible. A prototype of the policy system was developeR@ttkat implements

some of the behaviours described here. In Chapter 8, RRS simulasaltsrare
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compared with the operation of prototype. The other managemeitesenave not been
compared since they were not implemented as described in the prototype.

5.2  Simulation Setup

Based on the description of maritime networks given in Section 2.1, a network madel wa
developed using OPNET [3]. In order to asses the operation of the PEm&gement
services, several areas of the model had to be investigateadirFosler to determine the
effect of network size, two network sizes were chosen based tmmeadeployments; a
small network, consisting of a NOC and a single four ship task growppme larger
network, consisting of a NOC and two four ship task groups. Second, thetynobili
these two networks topologies was investigated. Finally, two le¥d&laokground traffic
were developed; a nominal traffic model for simulating basaperation, and a high
traffic model for simulating periods of network overload. More deson of the

network models are available in Appendix D.

5.2.1 Network Topology

Two network topologies have been used in these simulations based osdhptide of
current operations of naval task groups. The small network consistsirajle four ship
maritime task group and a shore-based network operation centre (M@I€)the large

network has two four ship task groups and a NOC.

A search and rescue scenario was chosen, where a task group eptaads square to
cover a large area and yet each ship remains in contact itwittwo immediate
neighbours. With a nominal LOS range of 18 nautical miles (fm)base geographical

configuration is shown in Figure 10.

Figure 10, Task Group Geometric Configuration
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Given the limited LOS range and a satellite capability faf &he four ships (for node
diversity), the topology of the small network shown in Figure dlsed. The large
network is composed of two task groups similarly configured butligitatside of LOS

communication range of each other as shown in Figure 12.

<+—>» 64 kbps LOS
<--p» 64 kbps satellite

Four Ship Maritime Task group

Figure 11, Small Network Topology

The connectivity of the small network model showing all the ws=elenks is shown in
Figure 11. The link types are as follows. Ships 1-3 have satediitenunications to the
NOC with ship 2 and ship 3 using a 64kbps link while ship 1 has a 128kbps dick. E
ship also has two 64 kbps radio links which form a ring. This imghiasship 4 is only
connected via LOS links from ship 1 and ship 3. It should be noted that besides
current assumption that each ship only keeps two LOS links activaeatime, the
geometric configuration described in Section 5.2.2 limits the L@®ectivity to that

shown. This configuration is typical of a single naval task group [10].

<—» 64 kbps LOS
< --p 64 kbps satellite
<> 128 kbps satellite

Figure 12, Large Network Topology
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The configuration of the large network model is shown in Figure 12hignnetwork
ships 1-3 and 5-7 have satellite links to the NOC with ships 2, 3, ahé4/ kbps and
ships 1, 5 and 6 at 128 kbps. The LOS links have been configured sinulablgth four

ship tasks groups. The large network configuration provides the opportunity to
investigate more complex interactions between two task groupalyndt some distance

to each other. The mobility model described in Section 5.2.2 has theasWwaitoups
travel within LOS range of each other causing new connectivitgrfearence and

bandwidth sharing.

In order to realise these network models in OPNET, the base T4 model was used

for simulating the routing capability of the NOC. Ships use &ooubuilt node model

that includes capabilities for both point-to-point and wireless IBBE.11 links. The
point-to-point link model was used for satellite links as this nots$ely follows the
leased bandwidth operation of satellite communications. The IEEE 808klLinbdel

was used for the LOS wireless links because it provides aessrdIAC that can
simulate features such as fading and interference. The 88EH1 model was modified

to operate at the 64kbps LOS bandwidth rate and simulations indicaipegational
throughput of 42 kbps. One drawback of this approach is that while IEEE 802<l1 use
CDMA, maritime LOS is most often TDMA. More work is requireal alidate our

assumption that this difference is not significant.

5.2.2  Mobility Model

In order to model the interaction of the LOS links, a mobility nhodes developed in
two parts. Intra-task group mobility is based on the Nomadic Commoatel [63].
Using this model, the individual nodes of each task group move randorhip ®@ihm of
their “base” position (a new position within that radius and withinremlradius of the
old position is chosen with even distribution every 2 minutes). Linkswiaén they
exceed 18 nm and recover when they are at most 18 nm apart. Asalygests that
LOS links in this model have a mean time between failures (MTBRbout 5.5 hours
and a mean time to recovery (MTTR) of 12.5 minutes. Note that $iecdNOC is
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connected to mobile nodes by satellite, such links are availabletiates to the nodes at
which such links are operational. Since modern satellite sys@machieve MTBF rates
of > 5,000 hours with MTTR of < 1.0 hour [64], the failure of satellt&dihas not been

modeled.

To give an idea of the impact of this type of mobility, thefgared gateway to the NOC
of ship 4 in the small network was analysed. In this model, ship @hisected via LOS
links only. The preferred gateway is ship 1 96.2% of the time, 337 % of the time,
and ship 4 is disconnected from the network 0.1 % of the time. Notsiticatship 1 has
a higher speed satellite link, it is preferred over ship 3 (bas€dSPF cost). Note ship 2
is never the gateway, as ship 1 is always in range when shim 2asge, as is ship 3.
The method by which links are established initially and afterkafailure are provided in

detail at the end of this section.

The second part of maritime mobility is inter-task group mobilitiich applies only to
the large network which consists of two task groups. In this modetwthéask groups
begin 20 nm away from each other (at the closest point) and mii@maangle (from O to
360). The first task group then approaches the other steadily ateedpeed of 30 knots
(nm/hour) on a set heading evenly distributed from this angfete4®45 with 0° being

directly towards the centre of the other task group. In combinatibnimtra-task group
mobility, there will be link failures and recoveries based onlthem range of the LOS

links. This mobility model is outlined graphically in Figure 13.

Task arou #1

Traiectofr «— | T

f A
AL/

Task grgup #2

18 nm inkjal

distanci T - Angle of trajectory
A - Angle of arrival

Figure 13, Inter-task group mobility
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For the results described in this thesis, a single set désameas used to simplify the
model. The angle of arrival was set td 4nd the angle of trajectory was likewise set to

30° giving a trajectory similar to that shown in Figure 13. To gimadea of the impact

of this aspect of the model, we discuss here the connectivityps 4rand 8. During the
simulation, ship 4 is within range of ships 6 and 7 for an average ofré@asiover the

130 minute run. Similarly, ship 8 comes within range of ship 1 for arageeof 45
minutes during the simulation run. Since these ships do not have satellite communications
and they come within range of ships with high speed satellites(dhand 6), this causes

the network topology to change as described below. Note that the 13@ rsimulation

time was chosen since it is also the time in this model durimghwships from one task

group are within LOS range of each other.

Since each maritime node can support a maximum of two simaitanédS connections
[10], the following algorithm was developed for link establishment. Thysrighm
prioritises connections from nodes with higher-speed satellite commgcespecially
when a node has no satellite connection itself. Once a new comiscéstablished, the
connection is maintained until a better one is available. Theretrmee rounds to
establishing a link that are performed in order. It is assumec#ch ship-to-ship LOS
link is assigned its own frequency with only two links available gbgp. Note that the
method by which links are physically established (i.e. choiceeg#ncy and alignment
of antenna) is beyond the scope of this work.

In phase 1, ships with a satellite connection will attemptirtk With ships without
satellite. Such ships will prefer connections to ships with thkdsit-speed connections.
This is meant to ensure such ships do not become disconnected. In phaps @il
connect with a node in range with a high speed connection. Nodes will phgbs in
their own task group (neighbours) over ships in another task group (peea)y in
phase 3, ships will connect with any other available ship, prefepe®s over
neighbours. An example of this network formation using the stagie laetwork case is

given in Figure 14.
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Phase 1
(preferred)

Phase 1
(preferred Node with high

speed satellite

Node with low
speed satellite

Node without
satellite

Figure 14, Network Formation (LOS links) of Large Network (Static)

This diagram shows the order in which the LOS links are formetingtat phase 1 and
ending at phase 3. The figure also shows which node initiated the iinkhe arrow
pointing towards the ship connected to. Note that in two cases theoliftk fee initiated
from either end (ships 3-4 and ships 5-6).

During periods of mobility, links may also be lost or gained from spgisg in and out
of the 18 nm range. This is primarily the case in the large nketasothe two task groups
pass each other. When a ship comes within range, the new ship becomssted if it is
using less than the two links allowed, or if the new ship is pexfeover the ships
currently used (with the least preferred ship being dropped)shiahas a link it will
attempt to connect that link using the same algorithm as before.

5.2.3 Background Traffic Model

Two different traffic loads were developed, nominal and high, waiffi¢crdistributions as
given below. The resulting bandwidth usage, base OPNET trafficljraukapplication
priority are given in Table 5.

Table 5, Simulated Baseline Traffic

Application | Avg Bandwidth | Avg Bandwidth Opnet | Priority
(kbps) Nominal | (kbps) High Model
Voice Call 1.82 +/- .17 in 1.79 4/- .15in | G.729A| <=5
1.84 +/- .19 out| 1.88 +/-.17 out
MCOIN 27 +/- .04 in 295+/-.09in | FTP 4
18 +/- .03 out| 2.18 +/-.09 out
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Overhead 57 +/- .02 in .56 +/- .02 In FTP
.56 +/- .01 out .57 +/- .01 out

Admin 77 +/- .05in 1.85 +/- .08 in | data-
53 +/- .03 0ut| 1.31 +/-.04 out | base

Intranet 1057 +/- 41in | 11.93 +/-.53in |HTTP
.65 +/- .02 out| 0.83 +/-.05 out

Email 45 +/- .06 In 1.06 +/- .09in | SMTP
.39 +/- .05 out .81 +/- .08 out

Internet 14.97 +/- 56in | 22.07 +/-.60in | HTTP
.97 +/- .05 0ut| 2.71 +/-.06 out

Music/ .30 +/- .03 in .65 +/- .06 in FTP

Video .13 +/- .05 out .23 +/- .06 out

The nominal traffic models have been designed as closely as pdssibéebackground
traffic in maritime networks described in Figure 2 and Table Bection 2.1.3. The
traffic types in Table 2 have been simplified, with Overheacdrasamalgamation of
RSVP, OSPF, IGMP, and TFTP. Similarly, the Admin class encasepdsotus Notes,
DCOM, SAP, Supply Program, Pay system, and Personnel Admin System.

Based on the application type, a corresponding OPNET traffic nveakelchosen and
configured with an appropriate load to provide the bandwidth utilisajisen. The
measured bandwidth is based on all traffic (except voice) paasmogs a 64kbps LOS
link. This measurement provides a traffic baseline without anyypolicmanagement
traffic. The voice call was measured separately. All bandwidissume a normal
distribution from 20 measurements with the given mean and a 95%aywa@onfidence
interval. All measurements in this thesis are reported inwlg unless specifically
noted. While the nominal load reflects the previously reported barfuviedtnetwork
saturation, the high load is based on the assumption of increasedaoaér@COIN)
and other traffic at times of high activity.

Traffic has been modeled based on pre-existing OPNET modelseaksimohe table. The
priority given in the table corresponds to the priority previously reportedile Paand is

used to determine weightings in the traffic prioritisation servigeS marking and
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associated WFQ weights are given in the Traffic PrioribsaService, described in
Section 5.3.3 below.

In both network topologies, application servers are on the NOC. Thigsa#fiédraffic
except for network overhead and voice calls. Overhead traféeanly spread between
all nodes (including nodes in the other task group for the large netwwice traffic is
point-to-point and used only as noted for particular measurements aatlpart of the

baseline background traffic.
5.3 Models of the Services

5.3.1 Policy Distribution Service

In order for domain policy to apply consistently across the enéiteork, a method for
distributing changes in policy is required. Based on the policemsydescribed earlier, a
simple method would be for policy to be sent to each node in the domaequence
until all ships have received and acknowledged the receipt of the neairdamde

policy. The policy distribution service (PDS) was designed in this manner.

In order to model this service, a custom application model wasedraaOPNET. Based
on the naive distribution method where the policy is distributed in Hteges (one to
lock, one to update policy, one to unlock), three packets are senthclea in series,
waiting for the previous ship to be updated before sending the domaiy f@othe next

ship in the currently connected network as outlined in Figure 7. A #4ldagk, followed

by a 10 kbyte policy, followed by a 64 byte release sent \Wacdedged UDP was
used. This method mirrors the initial implementation of policy distion in the testbed.
The delay to send policy to individual ships is included in these sdasuffive an idea of

the impact of the PETE services on per ship delay.

5.3.2  Traffic Monitoring Service

The traffic monitoring service (TMS) provides summarised trafiformation to all
interested (subscribed) nodes at a policy-defined interval.eTleneels of information

detail may be provided; base, enhanced and detailed. Since eaadbf iemeéased detail
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requires increased bandwidth consumption and longer delay for infomtatibe sent,
the level of detail used is tailored to the (subscribers) pqadrceived load of the
network. It is expected that base-level detail can be sermdpeily without problem.
Enhanced and detailed information can be sent periodically, but ay dowerate. The
rate at which different levels of detail are sent are défmepolicy either to have a set
interval, or be based on external network conditions such as delayhkrdaddings (or
simply respond upon request from the subscriber). Timers and retsar@mi of the

summary data are used for fault tolerance.

In our simulations, we defined the subscriber as the NOC whostsgaérmation from
all other nodes in the network on average every 120 seconds. In ordexdéd tims
service, three custom application models were created in OPNiETior each level of
detail. Loadings were based on aggregated SNMP-style communicatitapolated
from the amount of detail required. The impact of the differergl¢ewf traffic on the
network and the delay and bandwidth requirements of each could then leel shudhis
chapter we discuss the delay of the service and use the changesserniices delay to
illustrate the utility of the traffic prioritisation and adag@tirouting services described
below. We also discuss the utility of switching between diffelevels of detail based on

the current load on the underlying network.

5.3.3 Traffic Prioritisation Service

The traffic prioritisation service (TPS) provides a mechantemrank traffic by

importance and prioritise resource allocation accordingly. ticéstes traffic to different
classes of service (CoS) that have relative priority betwaeim @ther, also with different
handling specifications. Effectively, the service provides endwb{aeetwork-wide as
opposed to a point-to-point) preferential treatment for certain apiplns, i.e. relative
traffic priority is maintained from source to destination, includivgr the relay points.
This preferential treatment is also known as DiffServ or sofs.(Dur interpretation of
the priorities given to different types of traffic (see Tab)emplies that there are six
classes of service: priority O (Best Effort), priority 1 ¢Bground), priority 2 (Standard),
and priority 3 (Excellent Effort), priority 4 (Streaming), andopity 5 (reserved). In our
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model, WFQ was used with WRED in the priority O (Best Effatgss. Resource

allocations are given in Table 6 below.

Table 6, WFQ Weightings Used for TPS

Priority | Class Name Weight Notes

0 Best Effort 6 Recreational traffic

1 Background 6 Low priority applications

2 Standard 8 Operational applications

3 Excellent Effort| 12 Routing and Management traffic

4 Streaming 18 Multimedia applications

5 Reserved 50 Up to 50% of bandwidth can be
reserved for RSS flows.

In WFQ the relative weights correspond to the relative percemtagandwidth that is
assigned to each class of traffic. Since the weights assweedengineered to add to
100, the assigned weight is the percentage of available bandwrd#dadh class if the
link is fully loaded. Note that this means that if, for exampley amle flow is in the
standard class and there are three flows in the excellemt efiss, the standard class
flow will get at most 8% of the available bandwidth while eacteflent effort flow will
get an average of 4%. Thus bandwidth is assigned per class goef floiv. One of the
most useful aspects of this scheme is what happens when ones clas$uilly saturated.
Any bandwidth not used by a certain class is divided between tha&ni@g classes,
again in weighted order. Thus the reserved class would gain 50% tkadwidth not

used by any of the other classes (if needed).

This service was one of the simplest to model in OPNETsasfily requires interfacing
with existing QoS features. Note that as such TPS does not iei@my new capability
on the router; its value comes in the ability to quickly chandg@ctrarioritisation in

response to changes in policy. One of the interesting issitleORNET was applying
DiffServ to wireless models as this requires some understarafirte operational
bandwidth in order for weights to be allocated correctly to the limceSthe bandwidth
available on the link changes depending on environmental conditions and therrafm

other nodes transmitting on the same frequency, calculating thetiopakrdandwidth
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requires extensive knowledge of the current state of the network-O8emodel used

here has a nominal bandwidth of 64 kbps over a two-user link.

5.3.4 Adaptive Routing Service

The Adaptive Routing Service (ARS) matches traffic clasgesSMAN resources.
Essentially, it indicates what types of traffic must/shouldetraover a certain type of
bearer. It makes use of resource availability (e.g. does therbpassess sufficient
bandwidth to meet the requirements of that traffic class) asduree suitability

knowledge (e.g. does the bearer impose delays, error ratethattovill not meet the
requirements of that traffic class). Besides ensuringttafiic of a given type will flow

over a bearer that supports it, ARS offers a solution to thekweWimn load balancing

problem. This was verified in the simulations.

The ARS was modeled through the use of MPLS tunnels. An MPLS gVeriaeach
network was created specifically for VOIP calls. Based oridhding of the links in the
network, VOIP are routed over the least loaded links. In an actuaknmeptation,
multiple MPLS overlays could be operator assigned to make best wsel@f-loaded

links, or avoid links that can not support the QoS of the application as required by policy.

54 Results

This section outlines the results of the simulation work for the various services.

5.4.1 Policy Distribution Service

The policy distribution service described in Section 5.3.1 was simulaitd the

following results. All domain policies were deployed by the node represehaéng@C.

Table 7, Policy Distribution Delay in Seconds, SmbeNetwork

Mobility Nom. Load Delay (s) High Load Delay (s)
Delay to ship 1 | Static 25+/-0.4 6.5 +/- 0.6
Mobile 2.1+/-0.4 45 +/-0.5
Delay to ship 2 | Static 5.0 +/- 0.9 10.7 +/- 1.0
Mobile 5.4 +/-0.7 11.0 +/- 1.0
Delay to ship 3 | Static 4.7 +/- 0.6 10.0 +/- 1.0
Mobile 6.0 +/-1.1 14.4 +/- 1.5




Delay to ship 4 | Static 8.8+/-1.2 21.3+/-1.2

Mobile 8.9+/-1.4 21.6 +/-1.8
Total Delay for| Static 209 +/-1.9 48.5+/- 2.0
all ships Mobile 224 +/-2.4 51.5 +/- 3.2
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As would be expected, in the small network the delay to ship 1 whickhiasigher
speed 128 kbps satellite link is significantly less than distribytmigcies to the other
ships. The delay to ship 4 is especially long since it mustpals® over the LOS link via
ship 1. It is interesting to note that the addition of mobility do@schange the total
amount of time significantly, but does reduce the load on ship 1 fiynghis use to ship
3. Looking at the network topology this implies that the link between klaipd ship 4

failed on a regular basis in order to cause this shift.
Table 8, Policy Distribution Delay in Seconds, Larg Network

Mobility Nom. Load Delay (s) High Load Delay (s)
Delay to ship 1 | Static 2.2 +/-0.3 6.1 +/-0.7
Mobile 2.2 +/-0.3 6.6 +/- 0.6
Delay to ship 2 | Static 4.7 +/- 0.8 10.5+/-1.0
Mobile 4.5 +/-0.9 11.1 +/-0.9
Delay to ship 3 | Static 4.5 +/-0.9 10.7 +/- 1.1
Mobile 4.8 +/- 0.9 11.0+/-1.0
Delay to ship 4 | Static 8.3+/-1.0 22.2 +/-2.2
Mobile 8.2+/-1.4 21.6 +/-2.1
Delay to ship 5 | Static 2.2+/-0.4 6.5 +/- 0.7
Mobile 2.5+/-0.5 6.1 +/-0.7
Delay to ship 6 | Static 1.5+/-0.4 3.6 +/-0.5
Mobile 1.5+/-0.3 3.3+-0.4
Delay to ship 7 | Static 4.2 +/- 0.8 10.9 +/- 0.7
Mobile 4.6 +/-1.1 10.8 +/-1.0
Delay to ship 8 | Static 8.8+/-1.0 23.8+/-1.8
Mobile 9.1+/-15 22.8+/-1.9
Total Delay for| Static 36.4 +/-1.8 94.5 +/- 3.2
all ships Mobile 37.5+/-2.9 93.5 +/-4.7

The delays for individual ships in the large network show a sirtrgad to that in the
small static network with delays to ships of similar connegtidbmparable. An
exception is ship 6 which has a 128 kbps link but does not have to forwatcffie

from another ship via its LOS link. For this reason the delayishnshorter. Considering
the mobile case, it can be seen that unlike the small networkwedisvare within the 95%
confidence interval of their static counterparts. This indicates that tyabihot having a
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statistically significant effect on the traffic. To explaimst consider that during mobility
there are alternate ships through which transmissions can be dedyaand thus
disconnection from the network is negligible, at 0.1% in the smallilen network. In the
large network, the disconnection rate is even less since shiwithis range of ships 6
and 7 for an average of 66 minutes over the 130 minute simulation an8 shipes
within range of ship 1 for an average of 45 minutes during the siomulamn. The policy
distribution delay results indicate that the lack of disconnectiodsuse of satellite have

negated the impact of mobility on application delay in these scenarios.

Looking at these results qualitatively, we would argue that détaysolicy distribution
of up to a minute are long but acceptable in this environment. Since toitpebanges
in the worse case (large mobile network model) on the order ofdkemnsinutes, a
similarly long delay would be excessive. However delaysrder of magnitude slower
even in the worse case is much better than current reconfigudalimys when done by
hand. Based on this analysis, only the large high-load policy distributiag @denot

acceptable.

From both series of results it is evident that sending policytepda series is seriously
impacting the distribution delay. If updates were sent in parallspeedup of a factor of

approximately 2 to 4 could be accomplished based on minima of these results.

5.4.2  Traffic Monitoring Service

The traffic monitoring service (TMS) described in Section 5.3.2 siasilated with the
following results. Table 9 shows the monitoring service delay inrgicfor the small

network while Table 10 shows the delay in the large network.

Table 9, Traffic Monitoring Delay in Seconds, SmalNetwork

Mobility Nom. Load Delay (s) High Load Delay (s)
Base Monitoring Static 3.8+/-0.2 7.0 +/-0.4
Mobile 3.8+/-0.5 6.9 +/- 0.7
Enhanced Monitoring| Static 13.1 +/- 0.8 24.1 +/- 0.8
Mobile 13.2 +/- 0.9 23.6 +/-1.2
Detailed Monitoring | Static 29.7 +/- 1.6 58.4 +/- 2.0
Mobile 28.7 +/- 2.2 57.5+/-25
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Table 10, Traffic Monitoring Delay in Seconds, Lar@ Network

Mobility Nom. Load Delay (s) High Load Delay (s)
Base Monitoring Static 4.6 +/- 0.3 7.8 +/-0.3
Mobile 4.3 +/- 0.3 7.2+/-0.6
Enhanced Monitoring Static 16.1 +/- 0.8 29.1 +/- 1.5
Mobile 15.6 +/- 0.9 28.2+/-2.2
Detailed Monitoring | Static 34.5+/-1.6 67.1+/-2.4
Mobile 35.2+/-1.8 68.5 +/- 3.2

As can be seen, the effect of increased load is readily apparent in maritivoeksewith

the TMS delay almost doubling from nominal to high background trafbc.béth the
small and large network, the base mode delay during nominal |@ggieximately four
seconds, which for a non-critical informative service is méstyliacceptable. However,
the enhanced and detailed modes have a much longer delay. This may be accéipgable if
information is not being used interactively, but is unlikely to bé&cent for interactive
trouble-shooting purposes. Note that delays are similar if sligbtiger in the large
network. This is expected since the large network is in effectrror image of the small

network with traffic generated asynchronously in parallel.

In order to investigate the impact of adding a network-adaptableyptiie service was
configured to switch between detail modes to achieve a maxielsy while delivering
the most information possible. The following graph (Figure 15) shbwseffect of
adaptability on the operation of the TMS. Note that for this exmarirthe TPS service

described in Section 5.3.3 was also active.
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Figure 15, Adaptive Traffic Monitoring In a Small Network with Dynamic Load

In this simulation, the NOC is attempting to ensure that th& Tééponse time is at most
30s. This is done not by a change of policy, but by the NOC notithi@ghips of the
current delay in its acknowledgement of receiving the data. TMS begins iledietade.
The policy is to reduce the mode to base if the response titine BOC exceeds 60s and
to enhanced if it exceeds 30s. Similarly, from base or enhanodd it will increase the
monitoring to enhanced or detailed mode (resp.) if the responsestitagsithan 3s. In
Figure 15 the small network begins with no background traffic. Amm2tutes, high
background traffic is added. Nominal background traffic began at fomutes. The
figure shows clearly the switch from detailed to base mo#e af98 second TMS delay
after 20 minutes and from base to enhanced mode after a 2 séd@delay after 40

minutes. Different policies of when and what should cause thelsb#tnveen detalil
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modes could also be used as defined by policy. This result showthehehduses and
results of such policy can be modeled in OPNET and evaluated.

5.4.3 Traffic Prioritisation Service

The traffic prioritisation service (TPS) described in 8ec6.3.3 was enabled, and the
policy distribution and network monitoring experiments were reruh delays reported
in Table 11, Table 12, Table 13, and Table 14.

Table 11, Policy Distribution Delay in Seconds, SnilaNetwork with TPS

Mobility Nom. Load Delay (s) High Load Delay (s)
Delay to ship 1 | Static 1.3+/-0.1 1.5+/-0.1
Mobile 1.2 +/-0.1 1.3+/-0.1
Delay to ship 2 | Static 2.7 +/-0.2 2.6 +/-0.2
Mobile 3.0 +/-0.2 3.3+/-0.2
Delay to ship 3 | Static 2.5+/-0.2 2.7 +/-0.2
Mobile 2.8 +/-0.2 3.3+/-0.2
Delay to ship 4 | Static 7.3 +/-0.9 18.7 +/-1.4
Mobile 7.2+/-1.1 19.0 +/- 3.8
Total Delay for| Static 13.8 +/- 0.9 25.6 +/- 1.5
all ships Mobile 14.1 +/- 1.3 26.9 +/- 3.8

Table 11 shows that,

at nominal load, policy distribution to most shipsaveaind 2s

except ship 4 at about double this value (because it is two hops. &ké/pgrees with
the policy distribution delay of the testbed previously reported inrB&¢ause each ship

iIs contacted in series, the total time to distribute policyahsut 14s. Under heavy
congestion, the policy distribution doubles to an average of about 26-27s. Qdfaidas t
improved the distribution delay by about 37% in the saturated cas®&2&adin the
overloaded case.



Table 12, Policy Distribution Delay in Seconds, Lage Network with TPS

Mobility Nom. Load Delay (s) High Load Delay (s)
Delay to ship 1 | Static 1.3+/-0.1 1.9+/-0.1
Mobile 1.2 +/-0.1 1.8 +/-0.1
Delay to ship 2 | Static 2.7 +/-0.2 4.0 +/-0.2
Mobile 2.9 +/-0.2 4.0 +/-0.1
Delay to ship 3 | Static 2.7 +/-0.2 4.0 +/-0.2
Mobile 2.9 +/-0.2 4.3 +/-0.2
Delay to ship 4 | Static 7.1+/-1.0 13.6 +/-1.6
Mobile 6.9 +/-1.1 12.9 +/-2.6
Delay to ship 5 | Static 1.5+/-0.1 2.1+/-0.1
Mobile 1.4+/-0.1 2.0+/-0.1
Delay to ship 6 | Static 1.2+/-0.1 1.8+/-0.1
Mobile 1.2+/-0.1 1.7 +/-0.1
Delay to ship 7 | Static 2.8 +/-0.2 4.1 +/- 0.2
Mobile 2.7 +/-0.2 4.1 +/-0.2
Delay to ship 8 | Static 6.6 +/- 1.0 14.8 +/- 1.7
Mobile 6.5 +/-1.2 15.6 +/- 2.3
Total Delay for| Static 25.8 +/- 1.3 46.5 +/- 2.5
all ships Mobile 24.5 +/- 2.1 46.4 +/- 3.6
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Table 12 reports similar results with an improved total distoudielay by about 35% in
the nominal load case and 50% in the high load case. Note that vthh&Fships still
report delays within their 95% confidence interval with and without mobility.

Table 13, Traffic Monitoring Delay in Seconds, SméaINetwork with TPS

Mobility Nom. Load Delay (s) High Load Delay (s)
Base monitoring Static 2.6 +/- 0.3 50+/-0.4
Mobile 2.3+/-0.3 4.6 +/-0.5
Enhanced monitoring Static 10.8 +/- 0.8 19.6 +/- 1.2
Mobile 10.4 +/- 1.3 15.0+/-1.4
Detailed monitoring | Static 24.3 +/- 1.7 48.8 +/- 2.1
Mobile 22.2+/-2.1 475 +/-2.5

Table 14, Traffic Monitoring Delay in Seconds, Larg@ Network with TPS

Mobility Nom. Load Delay (s) High Load Delay (s)
Base monitoring Static 3.2 +/-0.3 5.7 +/- 0.5
Mobile 3.4+/-0.3 5.7 +/- 0.7
Enhanced monitoring Static 12.2 +/- 0.8 20.0+/-1.1
Mobile 12.3+/-1.1 20.3+/-2.3
Detailed monitoring | Static 26.7 +/- 1.2 45.1+/-2.0
Mobile 26.8 +/- 2.0 45.2 +/- 3.2
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A comparison of Table 9 and Table 10 with Table 13 and Table 14 regpesihows a
significant improvement of between 17-40% in the TMS delay with @&fsbled. This
confirms that DiffServ-style QoS can make a significant improvementdated flows
in the Maritime environment. OPNET could be used to determine ripact of

alternative WFQ weightings and other QoS parameters.

In another test to gauge the effect of TPS on different typeaftt, the delay of a voice
call between ship 1 and ship 4 in the small network was measutedndtwithout TPS
enabled. The default route for such traffic is to relay thragh 1. At nominal load, one
call was made with priority 4 and the delay measured was/-6/712 seconds without
TPS and .13 +/- .01 with TPS. At high load, two identical calls weade; one at priority
2 and the other at priority 4. Without TPS, the end-to-end packet wakayhe same for
both calls at 1.4 +/- 0.3 seconds. With TPS, the high-priority cdllahdelay of 0.7 +/-
0.2 seconds while the low-priority flow's delay was 1.4 +/- 0.4 seco8dse an
acceptable voice delay is approximately 500ms, TPS enablesla acogptable voice
call at nominal load, but at high load two voice calls are not possible even with TPS. Note
however that since background traffic from ship 4 to the NOC usedefhalt route via

ship 1, the other LOS links are almost unloaded.

In order to determine the effect of a policy change of th® @R operational traffic, the
policy distribution service was assigned three different prisraiedifferent times in the
large mobile network with high traffic. Up until 1200s, the traffias assigned to its
usual default routing class (priority 3). At that point, a policy geawas made to assign
the traffic to the background class (priority 1). Finally, at 22008, ttaffic a policy
change placed policy distribution in the reserved class (priojitytse results of four

different simulation runs are shown in Figure 16.
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Figure 16, Effect of a Policy Change on Policy Digbution Delay (with averages)

As can be seen, the policy distribution service initially operatitls average delays
(shown by the vertical line) of approximately 45-48 seconds, whiclpamea favourably

to the previously measured average of 46.4. After the initial pohenge, the average
delay increases significantly, with averages between 106-130 secamdsould be

expected by a decrease in the amount of resources allocatiderébathe previous

traffic class. Finally, after the second policy change, thb-prgprity class significantly

reduces the average delay to 22-25s.

5.4.4  Adaptive Routing Service

In order to improve utilization of the network, the adaptive routing serfARS) was
used an MPLS overlay on the small static network with high loatbrze traffic
travelling from ship 1 to ship 4 to take different routes depending@application type
and priority (according to existing policy). In this case, higleqitst voice traffic was
sent via an MPLS tunnel to ships 2 and 3 while all other traffic will travel beedefault
route via the direct LOS link. When this was done, the load on thel gbighip 4 LOS
link was reduced from an average utilization of 90.5% to 20.8% whiléo#us on the
alternate LOS link from ship 3 to ship 4 was increased from almost nothing to 10.0%.
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With the combination of TPS and ARS, the impact on the delay of \mackets is
significant. The high-priority voice call, which is taking the altge lightly loaded route
via ship 3, has a delay of 0.19 +/- 0.03 seconds while the lower priortty gall which
uses the default route has a delay of 0.43 +/- 0.10 seconds. Tdngeament, using a
combination of ARS and TPS, made the high priority flow of acceptaéty and the

low priority flow at least marginal. These results are summariz@alble 15 below.

Table 15, Effect of TPS and ARS on Voice Call Delay

Delay Delay with TPS  Delay with TPS+ARS
VoiceCalll| 4 /) 93s| 07+-02s 0.19 +/-0.03 s
(priority 4)
VoiceCall2 | 4 /) 93s| 14+4-04s 043 +/-0.10 s
(priority 2)

These results imply that alternate routing can lead to momaapise of link bandwidth
even beyond the expected additional capacity available through |dadcibg. By
ensuring a link does not become overloaded, additional retransmissianigavioided,
which can reduce the load throughout the network, not just on the overlaaddddre
evenly-loaded links can lead to better QoS for traffic, sonetiall traffic, and almost

certainly for critical traffic.

55 Summary

From our simulation results we determined several interestiagacteristics of maritime
networks. In terms of the policy system, policy distribution is stowetworking terms
with delays of up to a minute and a half in the large overloadedretHowever, with

the traffic prioritisation (TPS) this can be brought down to approsindtt seconds on
average with even greater improvements if policy were distributgzhrallel. For the
timescales involved in maritime networks, this is acceptable @ogiides a great
improvement over existing methods of network reconfiguration which calabdwair

intensive and error prone.
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In terms of network management, traffic monitoring can providelyirmformation on
network usage on average within 50 seconds with TPS even at the higtaistevel.
The true advantage of TMS however is that it can adapt to existitwvork conditions to
provide at least some information with a policy-defined delayh(sag a 30 seconds
maximum). Further investigation of the TMS would provide more detdilvhere these
boundaries could best be drawn.

As mentioned above, the TPS makes a significant difference iicaomh delay. For
both policy distribution and TMS an improvement in delay of approxima@y2% was
achieved.

One important result from the simulations is that maritime htpluoes impact traffic,
but only to a significant extent in the small network. In the largevork the effect is
within the 95% confidence interval and thus not statisticallgiognt. The additional
connectivity provided by inter-task group mobility provides the redundasopyired to
avoid ships from becoming disconnected and also provides satelliteedetiips with

alternate and potentially higher bandwidth paths to the application serveesNdDC.

Finally the alternative routing and load balancing provided byAR& can greatly
improve the QoS achieved by critical traffic by sending it awveter-used links. This can
also improve the QoS of all other traffic by spreading the load over multiple links

These services provide several elements of traffic enginesp@priate to the maritime
environment. However, both the prioritisation and resource optimisationhina offer

are inherently class-based and cannot support per-flow end-to-endesesunce all
traffic within a class is treated similarly. In the ntiame environment, critical
communications must be provided with some guaranteed level of séf@icihis reason,
a flow-based end-to-end PETE management service was develthgedesource

reservation service described in the next chapter.



6 The Resource Reservation Service

Using the TPS and ARS services described in the previous chéptes affic to be
treated preferentially based on class of application. This provide& &elative) quality
of service between types of application. However, within a d#isgaffic flows are
treated alike. In maritime networks the network operator mak @ provide more firm

guarantees for mission-critical traffic.

The Resource Reservation Service (RRS) uses distributed adnaestoal to limit the
number of flows that can use a pool of bandwidth reserved on each lthke route
between source and destination. The goal of the RRS is to progiteantee of end-to-
end QoS for a particular application flow. This sort of protectiomast commonly
useful for real-time applications (such as VOIP or video), but coghl lze used for
critical data transfers (such as a specific image trarsfechat session). RRS was
designed for the unique features of maritime environment and inthadieres such as
multi-route probing, simultaneous bi-directional admission, priority anepnation, and

policy control. This section provides a formal description of the RRS based on [65].

6.1 Overview
Resource reservations requests consist of a source S, destination D, resoursraeatgli

Q and policy requirement P. The admission control algorithm thabdexs developed to
support the RRS uses this quadruple to determine if the network fiaestfesources
to meet the resource requirements. If the flow can be routedSréonD along route R
while meeting all requirements Q and P at each intermetirdethe algorithm will
admit the flow and make the appropriate resource reservations Rldhgo route R is
found, the flow is rejected. Typical desirable attributes of suclalgorithm include
efficient signalling, load balancing, secure access, and icake of a maritime network,

fault tolerance.
The mechanisms developed to provide admission control are based antigeras
opposed to pro-active model that takes the view that while routingafdsignalling

should be separate, they can work together. Pro-active modetsaimain reservations,
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ready for use in advance, would have a high overhead and are not feuitts

environment.

The main admission control algorithm is divided into four phases.ePbias of the
algorithm is described in Section 6.2. In order to support policy baseuhgothe

topology of the network is discovered using information already dlailan the access
router. The OSPF routing protocol provides information on what links @amently

available in the network which can be used to determine connecetndtyink type. This
topology information is used to generate potential reservation rdytesmically. The
routing algorithms will ignore links that violate trunk utilizatipolicies and/or do not
offer sufficient bandwidth. The algorithm then generates a numbeoubés for load

balancing and greater chance of call acceptance.

A proprietary robust signalling protocol designed for the mariemaronment has been
developed. Admission Control decisions are performed at each hop atsglétted
route(s). Resource request handling is done locally at each noderautbdy the local
resource reservation service, a service within the policyraystelocated with the WAN
router of the node. No admission or policy information is maintainédeatouter level.
A novel capability of this algorithm is that a reservation e treverse direction
(destination to source) can be made at the same time aswaeddatirection (source to
destination). Bidirectional reservations can be especially uséigh the application has
significant traffic in the reverse direction that needs ptotgat the same time, such as
VOIP or ftp downloads. Making reservations in both directions at cethgces overhead
and latency while ensuring that the reservation is symmetriegerves at the same
nodes for use in both directions). This second phase of the protocol medutliSection
6.3.

The third phase of the protocol is provided in Section 6.4. Once one oresergation
probes have reached the destination, the selection of the bestsrdoteei according to
the following criteria: number of flows that would be pre-emptedakyng the route,

priority of flows pre-empted on the route, minimum bandwidth availableherrdute,
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and the number of hops on the route. When the destination has decided upon a route, a
confirmation message is sent back along that route with each URid&ting the
configuration of the router so that the flow is treated in therves class. In order to
determine if a new request should be committed, the system keasaf which
reservations are using which local links. Each link has a pool of hdifdavailable for
reservation. Currently up to 50% of a link bandwidth may be reseivgdhis value is
configurable by policy. It is important to mention, here, that blaisdwidth is available

for other traffic if it is not being used by the reserved flows.

When a confirmation message reaches the source, the resoumati@seenters its
active maintenance phase (phase four) as outlined in Section 6.5.eAatem

maintenance algorithm is used to keep the resource allocatioe actil the request
times out or is cancelled. The protocol supports priority, pre-emption, fauit

management. Priority based pre-emption is supported by allowang tessassign priority
to service request. Lower priority calls will be pre-empted; ahinsufficient reserve-
able bandwidth is available. Fault management is achieved byingedot topology
changes (e.qg. link failures) by pre-empting reservations tleathesfailed link. All nodes
along the route are then notified.

The main algorithm is presented in flow diagram format in Figurand in pseudo code

in Figure 18 below.



Evaluate request and
generate route(s)

)

For each route send
probe to first node

v

Accept or reject as did
the previous probe —
probe the next node

Already
Visited?

Note potential reserve-
ation at current node —
probe the next node

A

empt?

no

v

Send route unavailable

With pre-

A 4

Wait time T or for all

to destination.

Reserve/Pre-empt at

A\ 4

reservations to arrive

v

es
y Any

nodes on “best” route -

y

Inform Sender of best
route and start traffic

Refreshed
in time?

route?

no

Send error to sender

Release the reservation

Figure 17, Distributed Admission Control Algorithm

93



94

Algorithm:
Input:

Output:

1.
2.

3.

©

10.
11.

12.

AdmissionControl

a graph G with link descriptors Li, source S, destination D, ng
policies (including priority) P, and resource requirements RR (b&
bidirectional).

reserved route R (and alternate routes R’)

it

from RR and P determine priority number of resource routes K to establish

using one of the Path Generation algorithms (Section 4.2 generate thg
best policy acceptable routes (routeset)

probe the K routes from S to D in parallel determining if RR can be
satisfied on the links at that particular time. At each node N in route R
element of routeset
if another probe by this reservation has made a partial reservation at t
node on the same link proceed to the next node in route R

if the new flow can be accepted af fake a partial reservation, note
residual bandwidtH in probe, and proceed to the next node in route R
if the new flow can be accepted at N but only by pre-empting existing
lower priority reservation(s) make partial reservation, but record defai
pre-emptable flows in probe, and proceed to the next node in route R
if the flow cannot be accepted, the probe should be marked unsucces
and sent directly to D.

once K probes have arrived at'Dor timeout has occurred at D:

if at least one successful probe has reached the destination, use the R
Selection algorithm (Section 6.1) to decide which reverse path shoulg
confirmed by a probe sent node by node in the reverse direction to S
if only unsuccessful probes, send error to sender.

once S receives notification from D, return reserved route R. Optional
alternate successful routes R’ can be returned if noted at D.

send maintenance messages along reserved route R at policy-defineg

p K

his

Is

sful

Route
be

Y,

interval so that each node that does not receive the probe in three timpes the

interval will release the associated completed reservation.

Figure 18, AdmissionControl Algorithm Pseudo-Code

Note that the AdmissionControl algorithm uses a two-phase commfitanism where a

route is first probed (phase 2) and then confirmed (phase 3). Anothebilggss

especially useful in unidirectional networks would be to assunmervedsons will be

successful and make the required changes to the router whenwoeknstfirst probed.

” There is also a case here where there may beial paservation by a lower priority flow that mus
pre-empted. This could be included in this casénimre though should be put into the order in whiich
would be counted (for instance compared to an hotgarvation on even lower priority...)

™ Residual bandwidth is recorded in % bandwidthlabé and will overwrite a higher remaining

bandwidth

in the probe.

* The number of probes sent for a reservation (Kdkided in each probe so that the receiver wilise
when all probes have arrived.
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In this “single-phase commit” scheme reservations must hheet $ime outs and
frequent refresh/maintenance probes to ensure good utilization. Twbkadfais the
increased overhead and router configuration activity when avediem is not successful.
This mechanism is used by INSIGNIA [43] as described in Section 7.2.2.

6.2 Route Generation (Phase One)
To support policy based routing, the topology of the network is discovesed

information already available on the access router. The OSPRgaquttocol provides
information on what links are currently available in the networks Tan be used to
determine connectivity and link type. The network topology is generated this

information as described in Section 6.2.1.

Using this database, a route may be found from source to destineing standard
routing algorithms such as the Dijkstra algorithm [66]. Two modificet are proposed
here. First, before a route is generated all links that arpatiaty acceptable or do not
have sufficient raw bandwidth for the request are marked tortmeed. Thus links that
cannot handle the reservation will not be probed. Second, multiple ereteenerated
and probed in parallel. Since the route with the most residual bandwidften chosen
from amongst the multiple routes probed the reservation load whblzced amongst

the links in the network. The three routing algorithms used are described mnSe2tR.

6.2.1 Topology Discovery
The network resource parameter that is currently reservedefoice requests is the

residual bandwidth. When the link is dedicated and provides stable bandvitcin (&

or off at a certain rate) the residual bandwidth can be calculated by |aikimg nominal
bandwidth of the link and subtracting the amount currently reserveslisTapplicable in
the mobile maritime environment for most satellite links and BUdF links where the
media is not shared and can be characterised as either availdll capacity or not
available (binary). The reservation protocol assumes nodes are aid#ne residual

bandwidth on all outgoing links.
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LOS (UHF/VHF) links on the other hand are a shared media and &asrasidual
bandwidth cannot be reliably determined. Also, there are currentliandasds for QoS
support in the MAC of these links. Attempts to introduce QoS in tkesgonments
include probing (to determine available bandwidth), and cross-layer cowmatiani
(assuming the MAC layer is instrumented to report QoS infoomaising a method such
as a proprietary SNMP MIB). These methods have achieved dittteess. For these
reasons, LOS is considered unsuitable for reservations and LOSatmksirrently not
included for route generation. Although LOS links are ignored when hardi€oS

considered, they may be used when soft QoS (preferential treatment) is enforced.

Topology information is extracted from the domain routing protocol FOSROSPF
regularly sends Link State Advertisements (LSAs) to distridutewledge of the
domain’s connectivity information. Each router stores a completeftbe most recent
LSAs in a Link State Database (LSDB). This list is dyrams links fail or become
active new LSAs are distributed. From the standard OSPF LSDBygbkgy discovery

module can obtain the following info:

+ all links in the domain with their associated cost metric.

e node connectivity (which links go with which nodes)

By setting the OSPF link costs according to the type of link, dharacteristics of the
links can be determined directly as shown in Table 16. This includesaaminal
bandwidth of the link, and some of the OSPF configuration parameters includingdhe dea
time, hello time and retransmit time. This method has been userkbefthe military
context [10].

Table 16, Equating OSPF Cost to Link Type

OSPF Cost | Link type Bandwidth | Dead Hello (s) | Retx (s)
(kbps) time (s)

750 Inmarsat 64.0 40 10 5

800 SHF satcom 128.0 40 10 5

1150 UHF LOS 64.0 40 10 5

1300 UHF satcom 32.0 120 30 10

1900 HF BLOS 9.6 120 30 10




97

In order to determine the bandwidth available for resource resgrsadn a link, the
following method is used. The available bandwidth on each link isditermined based
on the policy defined percentage of nominal bandwidth assigned fovatses. While
this class of traffic requires admission control, the remaibigugdwidth is set aside for
the five WFQ classes used by TPS (see Section 4.2.2). Thef siue reserved pool was
set to 50% of the nominal bandwidth in our simulations. Note that thalk§$@rv, the

reserved pool of bandwidth is available for other traffic if not used by reseafid. tr

Using this information, each node creates a network topology “database” thdesthe

following information:

e a list of all currently connected nodes and links in the network (p@gufadm
the OSPF LSDB of the local router)

« the baseline bandwidth of each link (populated from the OSPF costrmstri
bandwidth chart)

« the current pool size (a percentage) for the “reservable” class @éfyneolicy);

e the current amount of bandwidth reserved locally per link (populatedeblpcal

policy system itself as flows are admitted, released, pre-empted, et

This information is used for route generation and resource atlocas explained in the

following sections.

6.2.2 Route Generation
Three different route generation algorithms are proposed here tagf pae admission

control service. The three algorithms can be summarised as;

1. Use the best route or none at all.

2. Repeatedly remove the best route from the graph and next try the best route
from the remaining graph (completely disjoint)

3. lteratively remove one or more of the “poorest” links of the best route from the

graph and next try the best route from the remaining graph (partially disjoint)



98

The main advantage of probing multiple paths is to discover the “besent reserved
path available. Hopefully several paths will be discovered and teeves will have a
choice of selecting the path such that the reservation can be made with mirpant| @m
the existing flows. Another advantage is that probing multiple patbsqies load
balancing. Where default routing forces all traffic over thestblink, multiple routes are
considered hopefully identifying the least loaded links to bervede This allows the

load to be balanced both at individual nodes and throughout the network.

One of the potential advantages of probing (partially) disjoint roistebat alternate
acceptable routes could be maintained for later use. If one or madne efsually un-
reserved alternate acceptable paths were also reserved amdimed from the source
through the use of maintenance messages it would be possibhentxdiately redirect
reservations that have been impacted by pre-emption or link faikitesnately only the
acceptable routes could be communicated with the source which upae feould
attempt to reserve on another route before redirecting tr&tich mechanisms are left

for future investigations.

Note that in the proposed admission control algorithm alternate rangtésed in parallel
and thus no feedback on overloaded links found in the process is given. Algossi
alternative, not investigated here, is to try the routes in semmeving offending links
one at a time as they appear in the attempt to make theatser This method was
rejected as adding greatly to the overhead and delay in resergatup. On the other
hand it would eventually find an acceptable path (if one exists). ®uaobility no

optimal paths exist forever and this is the reason this method is not recommended.

6.2.2.1Best-Path Routing Algorithm
The routing algorithms take three main data points as input. @keytlie network graph
and link descriptions from the routing protocol (likely to be OSRt€),destination node

from the reservation, and the routing policies from the policy sysihe Best-Path
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algorithm (Figure 19) returns a single one policy acceptable,ratieh is likely to be
all that is needed for most reservations. This algorithm hawdses not allow for load

balancing and does not optimise the route path.

Algorithm: Best-Path

Input: a graph G with link descriptors Li, source S, destination D, land |f
descriptor F with routing policies P
Output: a path from S to D that traverses only policy acceptialle ih the least

hops with greatest available bandwidth if such a path exists

5. remove from graph G all links Li that do not meet the resource
requirements of F or policy requirements P

6. attempt to find a route R from S to D in G with least number of hops apd
using links with the highest bandwidth when there is a choice

7. if no such path exists, return an error otherwise return R.

Figure 19, Best-Path Algorithm Pseudo Code

O Destination

Source Q

Figure 20, Best-Path Example

For example in Figure 20 there is a single path chosen witledlse mumber of hops for

source to destination. This path is the result returned.

6.2.2.2Multiple-Disjoint-Path Routing Algorithm

The Multiple-Disjoint-Path algorithm and the Multiple-Partidysjoint-Path algorithm
provide load balancing by probing multiple routes at once and chodsraptimal path
(most residual bandwidth). The main difference between the twthaisthe former
provides paths that are completely disjoint in that no links in one pagresent in any
other path generated by the algorithm. The pseudo code is givergure 21 and

example in Figure 22.
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Algorithm: Multiple-Disjoint-Path

Input: a graph G with link descriptors Li, source S, destination D, flow
descriptor F with routing policies P, and desired number of disjoint paths
K.

Output: up to k policy acceptable disjoint paths from S to D.

1. path_exists:=true, routeset={}

2. remove from graph G all links Li that do not meet policy requirements |P

3. while (path_exists and K > 0) {

4. attempt to find a route R from S to D in G with least number of hops apd
using links with the highest bandwidth when there is a choice

if no such path exists, return a routeset

otherwise add R to routeset, remove all links in R from G, and K=K-1.

oo

Figure 21, Multiple-Disjoint-Path Algorithm Pseudo Code

O

Figure 22, Multiple-Disjoint-Path Example

As shown in this example, two paths may be found. When links frenfirst path are
removed as indicated by the green dashed line, an alternateigaitlk available as

shown by the solid yellow line. These two paths would be returned by the algorithm.

6.2.2.3Multiple-Partially-Disjoint-Path Routing Algorithm

The Multiple-Partially-Disjoint-Path algorithm is disjoint oniy single links that are
likely to fail or are likely to be congested (as decided in advdnclink type). The
partially disjoint algorithm will generate a number of routesaémnies. The first route
generated is the least cost route from source to destinatide igghoring links that are
not policy acceptable for the requested application. The second routéhassame
algorithm, but also ignores the highest cost link of the best routopsty generated.
The third route also uses the same algorithm, but ignores the thogisedink of the two

previous routes. This can continue until no more routes are possible.|gdnghe
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pseudo code is presented in Figure 23. Examples of this algorithgivarein Figure 24,

and Figure 25.

Algorithm:  Multiple-Partially-Disjoint-Path
Input: a graph G with link descriptors Li, source S, destination D, flow
descriptor F with routing policies P, and desired number of different
paths K with at least L different links.
Output: up to k policy acceptable partially disjoint paths from S to D.
1. path_exists:=true, routeset={}
2. remove from graph G all links Li that do not meet policy requirements |P
3. while (path_exists and K > 0) {
4. attempt to find a route R from S to D in G with least number of hop$ and
using links with the highest bandwidth when there is a choice
5. if no such path exists, return routeset
otherwise add R to routeset, remove the L links with lowest bandwigth
in R from G, and K=K-1.
}

Figure 23, Multiple-Partially-Disjoint-Path Algorithm Pseudo Code

P

Figure 24, Multiple-Partially-Disjoint-Path Example with L=1

In the example above four different paths could be found. When theditsi{green) has
the dashed link removed, the orange path may be found and so on. Thus ugpaiHsur
may be returned by this instantiation of the algorithm wherglesiinks are removed.
Note that the exact link removed will depend on some metric not shothie diagram

and many different possible combinations of paths are thus possible.
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Figure 25, Multiple-Partially-Disjoint-Path Example with L=2

In Figure 25 two links are removed from each previously discoveréd Pla¢ graph has
been displayed in the case where three routes are discovered, dgairgkhe exact links
removed will depend on information not shown here. Note that for both afigjeent

algorithms a poor choice of the first or subsequent path and/or whishare removed
may mean that less disjoint routes are discovered that could plfeakst. More

complex algorithms for discovering such routes exist but thesplesialgorithms are
suggested for initial investigations. More complex algorithmy ima investigated as

future work.

6.3  Admission Control Probing (Phase Two)
The admission control protocol in this work is similar to RSVP [4]rbatlified for the

maritime environment. RSVP was found to be unsuitable for threensaFirst, RSVP
assumes unidirectional reservations where in the maritime envinbmusst reservations
are bidirectional. Second, RSVP uses the default routing to attesgstations and does
not probe multiple routes in parallel. In the low bandwidth maritimerenment the
default route would be quickly overloaded and attempting alternates will increase
the call acceptance rate. Finally, although the RSVP st@utdar provisions for carrying
policy control information, most implementations do not support this cayabiliThis is
required for communication with the RRS at each hop in the reservatidatermine
whether the flow should be admitted or not (depending on both local policyhand
policy carried by the resource request). Instead a proprietbnst signalling protocol

designed for the maritime environment has been developed as described inG2ction

Reservations in the proposed scheme may be unidirectional (eeeiyerom source to
destination) or bidirectional (reserved from the source to destmatid destination to
the source at the same time). Since most applications usuatlytisdfic in both an
upstream and downstream directions it makes sense for reserndatiangade in both
directions at the same time. This avoids the problem of diffewariing of traffic in

%5t is the case for the RSVP implementation in Gismuters.
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opposite directions or that reservations can be made in only ongadlirdae to limited
resources. Bidirectional reservations may be explicitly reqdesteandled transparently
by the reservation system based on the traffic type. Bidwsdtiadmission control is

described in Section 6.3.2.

6.3.1 Route Probing
Admission Control decisions are performed at each hop along thdaedeleite(s).

Probes travel on their assigned route from the source toalksti one node at a time.
The network resources along a path are evaluated at each nodéhalomgte. Currently
the only resource that is considered is bandwidth. Each link has a pbahdividth
available for reservation. A policy configurable percentagethef total bandwidth
(currently set at 50%) of a link may be reserved. If suffictesburces exist to meet the
reservation request stored in the probe for the desired link at the current nodsidtred re

bandwidth of the link is noted in the probe and forwarded to the next node.

If insufficient resources are found at a node, the current régeryare examined to see
if pre-emption of lower priority flows would free enough resoutceseet the needs of
the current request. If sufficient resources are still not aail a failure message is sent
to the destination (the destination makes the final decision of whitk to reserve). If
sufficient resources would be made available, the request iarfibeal to the next node in
the route including information on the flows that would be pre-emptéiisirbute were

used. The pre-emption algorithm is given in Section 6.4.3.

It is important to realise that no change is made to activeveggms or the router during
route probing. The purpose of route probing is simply to determineatervation is

possible along any of the generated routes. This may lead tagbevbere reservations
are tentatively admitted but the resources are not available thieecommit packet
returns because another reservation has committed first. We #rguehese false
admissions, as they are called in [44], are preferable to #reative of reserving during
the initial probing. It is more likely that bandwidth reservedirurmprobing will be

wasted because downstream nodes are not able to handle the regeeshaat routes

that have been probed to have another reservation probe and then admttiedsame
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link before the original request has a chance to return and consnbamdwidth. If
multiple probes for the same reservation for the same link aativee node the same
accept/reject actions are taken as before. This may happentiehemultiple partially

disjoint routing algorithm is used.

A copy of every resource request is stored at each node in thehab@e donfirmation
will eventually arrive. At that point low-level (configuratiopdlicy will be generated. If
the confirmation has not arrived in a preset amount of tintee “pending resource

request” record is purged.

Finally, this method assumes nodes are contacted in serieshdghihe advantage of
limiting protocol overhead to approximately (P+1)*R inter-node messpgesoute

where P is the number of probes and R is the average number of thstemsodes
between the source and the destination where reservations musideSmae no nodes

are contacted beyond a choke point where a link did not have the required bandwidth, this
method may have an even lower overhead. Another advantage is that each hop can ensure
that the next router is connected as expected by the route erdheesequest. If it is not
connected or the resources required are not available the proibcabovt and send a

deny message to the destination indicating failure of this routeroBe taking some

other route will hopefully succeed. Alternate methods where nodesoatacted in

parallel with O(PR) messages have not been investigated

6.3.2 Bidirectional Reservations
Depending on the application type, it may be desirable toveeseisources in both

directions at the same time. Reservation may be needed in bathiodse(source to
destination as well as destination to source) when applicatiffic travolves closely
coupled interaction between the two participants, such as for Gt#tactive voice),

VTC (interactive video) and chat (interactive text) applications.

™ This policy defined value was set to 60 secondsiinsimulations.
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In such cases, it is important that the reverse reservation bestidgratisparently by the
reservation system (this can be done based on the traffic typejeHicient way to do
this would be to perform two consecutive reservations, one from eadhiahreThis
two-step process is simple but not attractive since it genetates the signalling
overhead and results in a long time to establish the reservatam.tAe route taken by
the forward direction may not be reservable in the reverse idineat the same time,
forcing reservations to be asymmetrical. Asymmetrical routiaiy cause problems by

having different delay, jitter and other QoS parameters in each direction.

Assuming the bi-directionality of the links (already currentbsianed by the OSPF
protocol), a more efficient way to address the issue is to pettoe reverse reservation
at the same time as the forward reservation. In other wordseaservice request
progresses from the source to the destination, each intermediataviigu®ceed with
the admission control decision algorithm in both directions at the siame. It should be
noted here that if more than one link exist between two nodes, whenped the
admission control for the reverse reservation, an intermediate node mag eHodsthat
differs from the link chosen in the forward direction. The reverde delection will
choose the best link (i.e. link with the least number of pre-engptorgreater residual
bandwidth) before the probe is sent to the next node. Each intermealitavill update
the probe with information on the reverse link i.e. the number of pre-empted flows will be
the sum of the two directions while the residual bandwidth willneeléast of the two

directions. An example of how bidirectional reservations work is given in Appendix B.

An enhancement to bidirectional flows is the ability to spedifferent resource
requirements in each direction. For instance, if a video were to belabwed from a
central server it would be useful to reserve a large amouparafwidth in the reverse
direction (from the server) and only a small amount in the falvdarection (to the

server).

6.4 Route Selection and Enforcement (Phase Three)
The final decision of which of the successful probe’s routes to comsmip to the

destination. The route selection algorithm waits until all kegem probes from the



106

sender have been received or a time out has occurred indicatingnibaing probes
should be considered lost. The selection of the best route is done agctwdihe
following criteria: number of flows interrupted (lower total numpesferred), priority of
flows interrupted (lower maximum priority preferred), residi@ndwidth available
(minimum of remaining bandwidth after reservation would be madadht keop with a
higher total value preferred for data-base applications), and numbhepfin the route
(lower value preferred for real-time applications). The dedagllgorithm for determining

which route to choose is further explained in the Section 6.4.1.

When the destination has decided upon a route, a confirmation messsagé lsack
along that route with each RRS updating the configuration of the sutbat the flow is
treated in the reserved class. In order to determine if aeguest should be committed,
the system again examines the other reservations that agethisilocal links. If enough
unallocated resources remain in the pool, the resource allocation is enforced orethe rout
If insufficient resources are available, pre-emption is attesnagein phase two and if
successful the reservation is enforced. Otherwise a failussage is sent to the source

and no changes are made at the router. Resource allocation is described in Section 6.4.2.

The pre-emption algorithm is thus considered at two different poimtsgdadmission
control. First, when a service request first reaches a node, antisghen a reservation
confirmation arrives. Only in the case of the reservation coafion are reservations
actually pre-empted. For requests, the list of reservationsvthdt currently have to be
pre-empted to admit the flow are added to the probe to aid theatestiin deciding on
the best route to be confirmed. For confirmations, if the link doehan sufficient
“reservable” resources to meet the request the only alternatregecting the reservation
IS to pre-empt lower priority flows. This is only done if such presgons would free
sufficient resources, otherwise the request is rejected. Ehenpption algorithm used in

both cases is presented in Section 6.4.3.

6.4.1 Route Selection Algorithm
If no successful probes reach the destination, a reservatiorefaiessage is sent to the

source so the user can be notified. If only one route is successfubuteis used by the
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reservation and must be confirmed in the resource allocation antcement phase.
When multiple successful probes reach the destination, a singlemogtebe chosen.
Several factors may influence the choice of route. The follovaotpfs are taken into
account: the number of flows that would be pre-empted along katih priority, the
minimal residual bandwidth, and the distance (hop count). The routd@el@gorithm
that has been developed is as showrigmre 26 and is depicted graphically in Figure 27.

Algorithm: Route-Select
Input: the acceptable routes, minimum residual bandwidth of each route and
pre-empted reservations associated with each routing (inclyiding
bandwidth and priority of each reservation)

Output: the selected route
1. Pick the route with no pre-emptions, If more than one select the flow With
the

2. Least number of pre-empted flows. If equal then select the flow with the

3. Lowest maximum priority flow pre-empted. If there is a tie, look at the
application type;

4. For UDP-based applications, use least number of hops. If there is a ti¢, use
the greatest amount of residual bandwidth;

5. For TCP-based applications, use the greatest amount of residual bangwidth.
If there is a tie, use the least number of hops;

6. Use the Probe that was first to arrive if a tie still exists

Figure 26, Route-Select Algorithm Pseudo Code

| Combination of: Priority and Number of admiied flows pre-empied

Minimal delay Most remaining
{least # of hops) bandwidih

NS S

Most remaining Minimal delay
bandwidih {least # of hops)

Figure 27, Route Selection Algorithm

The rational behind this algorithm is that real-time applicatamesmore delay sensitive
than they are bandwidth sensitive. Placing them on routes thabseetalsaturation may
be advisable if the delay is reduced. Since delay is mast affactor of hop-count, the
lower hop count is favoured for these applications. On the other hantasippk with

heavy bandwidth requirements are usually TCP-based. Since suatappd are more
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concerned with total data transmitted, a longer delay may beatedeand thus routes
with greater residual bandwidth are preferred.

Once a route is selected, a confirmation message is sentrgvtéree direction along the

route. At each node resource allocation and enforcement is done as described below.

6.4.2 Resource Allocation and Enforcement
When a confirmation message arrives at a node, the local poktgnsychecks the

available resources on the link(s) where the reservation is topiake. If enough
unallocated resources remain in the reservable pool, the resource allocationcisceah
the router. If insufficient resources are available, pre-emptiem tfge following section)
is attempted and, if successful, the reservation is enforced. Ggbeaviailure message is
sent to the source and no changes are made at the router. Oresotiiee reservation is

successfully enforced at the source, the route of subsequent packets must bd.enforc

When a confirm message reaches the source, an MPLS tunneltésl dreen the source
to the destination using the explicit route option. Each local polisiesy on the route

will treat this tunnel using the RRS class (assigned to the reserved bandwidith pool

6.4.3 Pre-emption Algorithm
The pre-emption scheme that was implemented is based on stoidtyprihere lower

priority flows may always be interrupted by higher priority flowslist of flows that
would have to be pre-empted to make room for the new reservation $ibledsis
provided as output. For a resource request, it confirms whetherraatese would be
able to reserve sufficient bandwidth were the reservation to be it@ashnmmediately.
No committed reservations are affected at this point, the sole puljmisg to fail a
service request if insufficient resources can be found. On the ludherwhen the pre-
emption algorithm is used for a resource commit the serviceteall down the less
important reservations to free up the bandwidth and commit the newasen. The

algorithm pseudo code is presented in Figure 28.
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Algorithm: Preempt

Input: the current residual bandwidth of the link, the bandwidth requiragtiégr
new reservation and the list of lower priority reservationsadirausing
that link.

Output: a list of flows to be pre-empted (empty if fail)

14
1

1. The largest (in terms of reserved bandwidth), lowest priority flow is pre
empted first.

2. If insufficient bandwidth has been released, the next largest flow at the
same priority is pre-empted.

3. If the current priority level has no more reservations, the next lowest
priority level is similarly emptied one reservation at a time fromdsr
to smallest

4. Once sufficient bandwidth has been made available (residual + pre-empted
bandwidth >= requested bandwidth), no more pre-emptions are made.

5. If insufficient bandwidth has been released with all lower priority flows
pre-empted, return an empty set to signal pre-emption failure.

174

Figure 28, Pre-emption Algorithm Pseudo Code

A possible improvement to this algorithm would be at line 4. Whenftiund that the
current reservation being considered at line 1 or 3 for pre-empiould free more than
enough bandwidth for the new reservation, look for the smallest résaraa the same
priority level that would satisfy the bandwidth requirement andepmpt it instead. This
improvement would slightly lessen the prejudice of the pre-emptgoritddm against
large reservations while maintaining the same total number of flow-empted. An
idealised backpack style optimisation of this part of the algorithm isdéittare work.
Second, a possible improvement to the main admission control algorithrd Wweub
attempt to use potential pre-emptions during phase two to progatrelite low priority
reservations. Again looking at the characteristics of the enveatinthere are likely to
be critical links that are likely to become overburdened. If a prghrity reservation is
exploring such a link and must pre-empt the lowest flow, the loarifyriflow could
make an immediate “route update” attempt that ignores itsirexiseservation on the
contested link. With the higher priority reservation blocking that it will (hopefully)
find an alternative routing before the high priority reservatione® it to remove itself.

The route update mechanism is presented in the following section.
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6.5 Reservation Maintenance (Phase Four)
When a confirmation message reaches the source, the resoumati@seenters its

active maintenance phase. A reservation maintenance algoritluseds to keep the
resource allocation active until the request times out or is basic®equests can be
terminated by a number of events including termination by the usgmfethe reserved
period, pre-emption by a higher priority flow, or failure of a link on the reserved.rout
During the maintenance phase, keep-alive messages are senialoaegerved path at a
policy-defined interval. Each RRS on the path must receive omeesé imessages within
another policy-defined interval or the reservation is consideredve terminated. This
“natural” termination causes the RRS to simply remove thervasen from its list
freeing the associated bandwidth and reversing any router gaatf@n that has been
made. The reservation maintenance algorithm is given in Section 6.5.1.

It may happen that existing reservations are interrupted and dernohate naturally
from user intervention or expiry of the request. This may be dpeetemption by the
confirmation of a higher priority request (as outlined in Section 6ds.®y failure of a

link on the reserved path (as outlined in Section 6.5.3).

The protocol has been made reliable through the inclusion hop-by-hop ackgmelas
with timed retransmissions. The following messages are ackdgedi: the fail message,
the service request, the service commit and the releasegegs3ais is required since
links are wireless and error-prone. These mechanisms are diddusmore detail in
Section 6.5.4.

6.5.1 Route Maintenance and Termination
The Maintenance algorithm maintains the resource reservationsiroeelit is geared to

refresh the confirmed reservations until they reach a set expiey At a policy-defined

time interval, refresh messages are sent by the sourceohadeactive reservation along
the route selected by the AdmissionControl algorithm. Each nodeipdth resets the
maintenance timeout counter when it receives an appropriate refrestage. If the

maintenance timer were to expire (it is set to a polidindd multiple N of the
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maintenance refresh interval in order to allow for temporaryriibf the link) the

reservation is released. The algorithm is given in Figure 29.

Algorithm: Maintenance

Input: list of reservations, and reservation id from the maintenance probe.
Output: a maintenance message, a release message, or nothing.
1. locate the local reference for the reservation identified in the maintengnce
probe
2. If the reservation is found, restart its associate maintenance timer and

forward the probe to the next node on the reservation’s route, or if thig is
the hop before the destination it can be discarded.
3. If the reservation is not found send a release message is sent to the spurce
identified in the maintenance message. All nodes on the path will rele@se
the associated reservation. If the reservation is bidirectional, theereleap
message is also sent down the path to the destination.

Figure 29, Maintenance Algorithm Pseudo Code

If a node no longer has an associated reservation, a releaseansssayg along the path
to the source (and destination in the case of bidirectional resas)atAll nodes along
the path will release the associated reservation. This may aden a reservation was
previously released due to pre-emption by a higher priority ragamvar a link failure.
When the reservation is released and the message does not reach the soutckeévis wi
many nodes with the incorrect assumption that the reservatitih &ctve. Reservation
maintenance thus provides an additional mechanism to clean up orphseetiens

where the resources are no longer available end-to-end.

In a maritime network the maintenance of existing resenva could be seen as an
inherently impossible task. Since link outages and bandwidth fluctuatrensoabe
expected, guarantees cannot be rigidly interpreted and a masécstatnodel must be
used. The approach taken here is twofold. First to periodically upetsesations (which
will otherwise release the resources they are holding fartcular flow) and second to
actively repair routes which may have been invalidated byaage in routing (currently
unimplemented). In the simplest case a probe is sent from soutestioation along the

agreed upon path refreshing timers at each node.
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With slow mobility the period between maintenance updates candiwebl long (tens
of seconds or minutes) but an appropriate value should be deterrmpectally and set
by policy. It is likely that the tempo of the operation will chatige rate at which links
will fail and reform and thus influence the appropriate maintenance period.

In a more general sense appropriate values for all timeoute isystem will need to be
investigated. This would include the time to hold a partial reienyahe time to hold a
locally confirmed reservation, the time at a receiver td feaiother routes that are being
probed in parallel, and the time for the sender to wait beforaggiy on a reservation
response from the networks before re-trying or giving up. Theralsoetimers for the
acknowledgement for the reliable messages. The timeout valuebeargitical in
establishing viable load balancing. The current values being usgivarein Appendix
A.

An alternative to the use of keep-alive messages for deti@ignivhen a reservation has
terminated is the use of explicit signalling. In this ca$enwa reservation completes a
message is sent from the source down the reserved route rekbasirgervation at each
node until it reaches the destination. This method would reduce the nombentrol
messages but increase the chance of orphaned reservations (th&trhamated but
block resources at some node(s) on the route.) This method has not betgatedes
Note that both mechanisms could be used. That would allow the refresutito be set

for a relatively long period of time.

6.5.2 On Pre-emption
When a reservation has been pre-empted during the commit phaseraithalgorithm

(phase three), a release message is sent to the soureere$ehvation. The source will
release the reservation by refraining from sending furthep lkaive messages. All
remaining nodes on the pre-empted reservation’s path will eventreléase their

associated bandwidth when they do not receive a keep-alive message.
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The current implementation of this final phase has release gesssant in series to both
source and destination following the reserved route releasinggbevation as it is sent.
This takes more bandwidth but increases call acceptance for the perioe dftakes for
reservations to time out since the reserved bandwidth would be awadable earlier.

Both of these alternatives to pre-emption termination are being investigated

Currently when a flow is pre-empted, notifications are sent twodkes on the route. This
is accomplished by sending a release message in each directotowards the sender
and one towards the destination. All nodes which receive the messlagse the

corresponding reservation.

This method is robust to failure since even if the releaseagess lost, a refresh
message from the sender will find no matching reservation on takeriode which will

send a release message back to the sender. This will causeencefresh messages to
be sent to the other nodes on the route and they will eventually tinemdutlease the

reservation.

The treatment of pre-empted flows is similar to the case of link failuresdiffeeence is
that in the case of a link failure, the event is given time tagiplysfix itself whereas in

the case of pre-emption, the event must be treated immediately (irresjersibl

If not treated appropriately, pre-emptions may lead to inefficresource utilization.
Therefore another signalling message, the “Reservation Releassigadsas been added

in the protocol.

Depending on the situation, the issuing of the message will be handled as follows:
* The reservation refresh messages need to be frequent enoughlytygviesy 5-
10s). The nodes would timeout after X*Refresh period.
« If a node times out after missing X number of refresh messtgesode simply
releases the resources locally (deletes the reservatiolgterif the node receives

a Refresh message for a non-existing reservation, the node as88eservation
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Release” (or Tear Down) message up the path (i.e. each nags t@ards the
source) and if the reservation was bidirectional, it also igsdesvn the path (i.e.
each node relays towards the destination).

* If a (committed or partially committed) reservation is pngpéed (because of the
commit of another reservation), the node issues a Reservatiors®elessage
down the path as well as up the path (each node relays thegmess the
appropriate direction until it reaches the ends, both source and destination).

* If a node receives a Commit message and its’ procetaisg.e. the associated
reservation does not exists anymore (pre-empted or timed oitt}cannot be
admitted anymore (resources have changed while waitintpdocommit to come
back), the node drops the commit and issues a Reservation Relsasgendown
the path as well as up the path (each node relay the messtge dppropriate
direction until it reaches the ends, both source and destination).

6.5.3 On Link Failure
A failure may occur to a link with active reservations. Wheautfrestoration of a link

modifies available resources, the topology monitor/event se(pads of the policy
system) will notify the RRS of the changes. When a link is fldgggeno longer in the
topology, the RRS will recalculate whether admitted flows s@lh receive the QoS
asked for. All reservations that are currently using a fdifddwill be released after a
preset amount of time as if they had been pre-empted (see abavik)is Aime no

automatic healing of failed reservations is attempted.

Detection of link failure is done via the topology monitor. The topology taopolls
the router for the OSPF LSA information every “x” seconds fgggendix A for current
protocol parameters.) As outlined in [1], the policy system at eacle updates the

network graph out of the retrieved information.

Although all nodes in the network are eventually notified of link faguria the flooding
of the OSPF LSAs, it was decided that only nodes that are atjmcéhe failure take

action. When a local link failure is detected, the node staimsea to give a chance to the
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link to come back (avoid flapping links). If the link comes back betiarer expiry, the
node takes no further action. However, upon timer expiry, the nodeeseusifiich local
reservations are affected by the failure. It removes the affecec/ations as well as the
associated router configuration (if applicable i.e. if the vediem had started) and issues
a “Reservation Release” signalling message up the path (ikenede relays towards the
source) and if the reservation was bidirectional, it also isswEsvn the path (i.e. each

node relays towards the destination).

The obvious alternative is that when a link failure is detecteal $yurce node that has a
reservation through the failed link it acts just as outlined abmveddes on either side of
the link. It will wait for x seconds and then immediately remibsdocal reservation. All
other nodes on the path can do the same since they carry theutdl af each

reservation.

There is another alternative to dealing with link failure thatrat been investigated and
that is local healing. In this case the nodes at either end fkHailure attempt to route
around the failure by creating a new reservation between themeudowocal healing
doesn’t make much sense in the maritime environment where theadiariéed number
of bearers at each node (sparse connectivity) and the bandwidtlgratlisg is at a

premium.

6.5.4 Fault-Tolerance: Timeouts and Acknowledgement s
Included in the admission control algorithms are a number of timeeghanisms to

ensure that resources that are no longer required are releasetsefoby future

reservations.

First, partial reservations are given a relatively shortedint period. Since these
reservations are only placeholders and do not provide utility for nesouneld it is
important that they timeout as soon as possible but not before satesenwould be
confirmed. A possible initial value, that needs to be verified, isetwhe transit time of

the width of the network plus the worst case decision time on all nodes to the randiver
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reservation time on the return path. This is likely to be in therafisingle digit seconds
(due to satellite delay).

Confirmed reservations may also time out. This may happen bedsiseaintenance
algorithm has found a better route and this particular node is no loegéed, or the
reservation window or application may have finished. There is a traderefirheetwork
load vs. over-reservation of the link. Since reservations camstgre-empted by higher
priority flows it is proposed that the balance on reduced link loadleved and thus
timeouts be longer. Contributing factors will also be the levahobility, the average
length of reservations and average available bandwidth. Initial vaklgescluded in

Appendix A.

There are currently acknowledgement messages for servicestecu@mmit, and release
messages. They have been added to deal with the inherently uerelabte of the
wireless medium. Other types of messages have been lefkknovdedged since the

timeout mechanism described above will have the desired effect in these cases

6.6 Summary
The RRS provides several novel features to improve resource resesvat the

maritime environment. This includes probing multiple routes in paral@hcrease the
probability of acceptance and to distribute the load, a priority anrdrppgion scheme to
identify the most critical flows, the support of bi-directionalergations, fault tolerance
mechanisms and dynamic reconfiguration of its operational pananeteneet changes

in operational policy.

Considering the management requirements of the maritime environthentRRS

provides a number of advantages including:

« Since the RRS makes use of topology information available ay edge router
to determine link types and connectivity, no additional overhead is eeqtor

generate routes from source to destination, increasiefficgency. (phase 1)
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« Policy control (via ARS) ensures that only appropriate routes arergfed that
traverse links with sufficient raw bandwidth and have delay amdr er
characteristics acceptable for the traffic type, improefiigiency. (phase 1)

* These routes are probed in parallel to increase the chance Hwateptableroute
will be found. (phase 2)

» The ability to make reservations for traffic in both directionthatsame time is
an advantage iefficiency both to ensure bandwidth is simultaneously available
and reduce the time and overhead compared to sequential reservations. (phase 2)

* When multiple acceptable routes are found, the route reserved is1dbosave
the least impact on existing traffic, causing reservations to be loactedlaoross
the network taptimise resource utilisation. (phase 3)

e A priority and pre-emption schenpeioritises the most critical flows ensuring that
they get preferential access to the resource being reserved. (phase 3)

* The use of acknowledgements, timers, and a retransmission sahemsed to
mitigate the dynamic and error prone environment and prorotheistness
(phases 2-4)

In order to evaluate this protocol, we performed a second set of simulationsstorenéea
success at reserving resources per request, known as tpeaaceaate, and also the rate
at which reservations that obtain their resources keep them emtination, known as
the success rate. Based on these metrics, RRS was compidwréaavsimilar protocols,
RSVP which is the standard protocol currently used in fixed m&syand INSIGNIA, a
well documented protocol designed for MANETSs. The results of thesdations are

described in the following chapter.



7  Simulation Results — Part Two
This chapter presents the simulation results for the ResoussVaagon Service (RRS)

proposed in the preceding chapter. The simulations are describedldmegethe same
lines as the other management services described previodhapter 5. However, the
RRS is also a more complex service and thus a more in-depth gasestiis performed.
This involves comparing the RRS, which was designed for the margmrironment,
with two other resource reservation protocols, RSVP and INSIGNIA/RRIS a well-
known standard and widely used unicast and multicast reservatiacgirased in fixed
networks and thus a good benchmark for RRS. INSIGNIA is one of nem@yvation
protocols proposed for MANETS. It was chosen for comparison sincengte hase
commit strategy makes it well suited for dealing with rmkwvmobility and it is well
described in both the literature [43] and an expired IETF internet draft [67].

This chapter begins with a description of the simulation setup andEDPiddels used
to simulate RRS. The RSVP and INSIGNIA models used to ewsltsabperation are
then described. The results of the simulation exercises form the bulk of thisr etlaipte

then ends with a discussion of the results and their support of the thesis as a whole.

7.1  Simulation Setup

The simulation setup used for the RRS simulation is the sameed previously for the
other management services, including the network topology (Section 5rizil)ha
mobility model (Section 5.2.2). Differences in background traffic werteinvestigated.

Nominal background traffic is assumed in all measurements.

In order to asses the operation of the RRS, two addition variables were imeestigrst,
the impact of the source of requests was investigated with tweyattfmodels. Second,
in order to determine the effect of network loading, two netwoserk@ation request
arrival rates were chosen based on maritime deployments. Bechti®e differences of
operation between RRS, RSVP, and INSIGNIA, additional protocol confignraotes
have been included in this section. These differences are detatedhe relevant

protocol parameters are enumerated.
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7.1.1 Request Source Model

The source of reservations arriving in the network was varigo/éstigate the impact of

the multi-routing aspect of the RRS. Reservations may eithenatgguniformly from all
nodes in the network (uniform model), or originate only from a single node (single source
model). In the uniform model, the request generation process wadetttraall nodes,
while in the single source model the request generation procssacivaated only on a
single node chosen randomly at the beginning of each simulation run.

7.1.2 Request Load Model

Considering the effect of different request source models,remarvation inter-arrival
rates were used to simulate reservation saturation (nominahdpadnd reservation
overload (high loading). The inter-arrival time for reservationsguthe uniform model
were exponentially distributed and centered on 60 seconds for nongonaktdoad and
30 seconds for high load. These rates were chosen to saturate doddotlex network
with reservations respectively. For the single source modeintdrearrival time was set
to 30 seconds for nominal load and 15 seconds for high load for thersaso@s. Note
that since the request loads are not the same for uniform arlé smgrce request

models, the results of these two source models should not be directly compared.

7.1.3  Protocol Configuration Notes

There are significant differences in the operation of the theservation protocols
simulated. The largest difference is that RRS includes two featares not included in
the others; multi-routing and pre-emption. In RRS, each reservatiomade with up to
3 parallel probes to exercise the partially disjoint multi-routisgect of the protocol.
The priority mechanism of the service was also exercisedsbigrang each new
reservation one of three priority levels (low, medium, and higt) aqual probability.

Requests of lower priority may be pre-empted (dropped) in order tat admgher-

priority flow. High-priority flows are not pre-empted, and may ohby blocked from
being accepted by other high priority flows. Pre-empted flowscalted admitted (they

were initially accepted), but unsuccessful (they terminatedréeheir scheduled end
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time). If a request is not initially admitted, it is also ummssful and no additional

attempts are made to establish a reservation.

The standard RSVP protocol was used, which is very similar to Wi®ut multi-
routing or prioritisation. For this reason all admitted flowssarecessful unless dropped

due to a link failure.

INSIGNIA is quite different from RRS and RSVP as it usesngle-phase commit. As
long as previous nodes have been able to secure or hold resourcesg$ervation,
further nodes on the path of the INSIGNIA probe will also attetmgecure resources
regardless of whether an end-to-end reservation path is ulynaatglable. This leads to
orphaned reservations which hold resources but do not have resources end-to-end. Instead
of attempting to make reservations once, INSIGNIA continuousipgs the route to
maintain existing resource reservations, but also attemptsitorgsources on links
where it was previously unsuccessful. A reservation may laser énd-to-end resources
through link failures, termed a reservation downgrade. On the other &éaddp-end
resources may be made available when a link becomes availabée,reservation
terminates, termed a reservation upgrade. Reservations whichbeaweupgraded or
downgraded are called partially successful, though by the dgfictition used for RRS

and RSVP they would be termed unsuccessful.

For all protocols, the total time a reservation remainedveactvas based on an
exponential distribution with mean 270 seconds. All reservations wegKkbps, with a

maximum of 50% of each link’s bandwidth available to be reserved.

7.2 Models of the Reservation Protocols

Additional models were developed to simulate RRS, RSVP and INSIGE&sh of
these reservations protocols was implemented as a separate process model.



121

7.2.1 RRS Model

In order to implement RRS as described in Chapter 6, a number ofsrwtelto be
modified and a few new ones created. The general approach wastte wesasting IP
networking models and simply add RRS packet processing capamilitgp, so RRS

messages could be processed and forwarded as required.

First, a significant change was required to the OSPF model shtpis routers. In order
to capture changes in network topology and determine the type and nominal bandwidth of
the link from the OSPF cost, a software tap was added to then@x@PNET model.
This tap forwarded all link state database (LSDB) changteettncal RRS model, which

maintained its own internal representation of the network connectivity.

The network node included two additions for simulating RRS. The firstavaimple
process for generating reservations that submitted new request intatramsnfigurable
rate to the RRS process. The second was the RRS processwitseltf,included all the
logic described in the RRS section for forwarding packets amivieg resources. The

complete process model is shown in Figure 30.
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Figure 30, The RRS process model

The RRS process model includes 14 states, five of which are forignakrnal timers,
six are for handling RRS messages, and the remaining thréar an@del initialisation,
handling new request interrupts, and for handling OSPF graph updates. Appéehdice
and B provide more detail on packet configurations and packet handling.

7.2.2 RSVP Model
The RSVP model was derived from [37] by deactivating ceffie@tures in the RRS

model. The main differences from a functional standpoint is the lackudti-routing
(only the default route is probed), and of pre-emption (no prioritisatiethod is
included in RSVP). There are also no fault tolerant (retransmission) fature
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7.2.3 INSIGNIA Model

The INSIGNIA model was also derived from the RRS model, though B dhse
significant changes were required. The request generation and @Q#Rte handling
functions were retained, but new packet and timer handling functiores nequired.
Unlike RRS and RSVP, INSIGNIA is a single-phase commit protadoth reserves
resources with the probe that travels from source to destinatisasdurces are not
available on some hop, no resources are reserved further in themdugereport is sent
from the destination notifying the sender that the request wasicagssful. If resources
are reserved all the way to the destination, the report indicatecess. The complete

INSIGNIA process model is shown in Figure 31.

Figure 31, INSIGNIA process model

The INSIGNIA process model consists of 8 states, three of wdwehfor handling
internal timers, two are for handling INSIGNIA messages, and the remameegyare for
model initialisation, handling new request interrupts, and for handliB§FOgraph
updates.
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7.3 Results

Simulation results for RSVP and INSIGNIA are included for consparand used to
evaluate RRS in the maritime environment. First, the acceptateaf RRS and RSVP
are compared. Second, the different nature of maintaining reservatidhSIGNIA
leads to a more in-depth comparison. Finally some conclusions on thenzarce of

RRS and its suitability are given.

7.3.1 RRS vs. RSVP, Static Network Model

Our evaluation begins with the acceptance rates in RRS and R&BWg. the methods
described in Section 7.1 the following tables were generated. T&blerovides the
percentage of the requests that were able to reserve resfsarcesource to destination

at the time of the request. A margin of error is given at the 95% confidencelinterva

Table 17, Acceptance Rates, Static Network

Network Load Source RRS RSVP
Small Nominal Uniform 93.1+/-0.6 78.1+/-1.0
Single 91.2+/-0.7] 64.9+/-1.2
High Uniform 75.3+/-1.0| 57.3+4/-0.7
Single 67.6+/-1.1] 40.2+/-0.8
Large Nominal Uniform 88.8+/-0.5 67.8+/-08
Single 88.4+/-1.1) 58.4+/-15
High Uniform 68.6 +/-0.7| 48.6 +/-0.%
Single 65.2 +/- 1.0 37.3+/-0.Y

The most immediate conclusion that can be drawn from Table 17tiRRf provides
superior acceptance rates to RSVP in all scenarios. An improveshel9-41% over
RSVP is achieved when the source of requests is uniformlyibdistd, and an
improvement of 41-75% with a unique source of reservations. Howevegdbe/ation
success rate, defined as a reservation which gains end-to-esufcess from the
beginning to the end of its request, should also be considered. In this casetaticns
lost to pre-emption in RRS reported in Table 20 must be included. these protocols
use the same two-phase commit strategy for reserving respuhe improvement by
RRS can be attributed primarily to two factors: the use efepnption to admit higher
priority flows; and the use of multi-routing to route around congestéd.liThese effects

are discussed in more detail in Section 7.3.3.



7.3.2

Effect of Mobility on RRS and RSVP
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The acceptance rates of RRS and RSVP were also simulatedthusingpbile network

model, with results shown in Table 18.

Table 18, Acceptance Rates, Mobile Network

wo YT YOO

Network Load Source RRS RSVP
Small Nominal Uniform 91.6 +/-0.7 77.0 +/- 0.
Single 90.5 +/- 1.0 63.5+/-1.]
High Uniform 74.1 +/-0.8| 56.5+/- 0.9
Single 67.2 +/-1.4] 40.1+/-0.]
Large Nominal Uniform 88.1 +/-1.1] 64.7 +/-1.
Single 91.7 +/-1.1] 57.5+/-1.3
High Uniform 67.5+/-0.5| 48.3 +/-0.6
Single 66.5+/-1.4| 37.7 +/- 1.(

A comparison of Table 17 and Table 18 shows that the mean acceptar®frthe

mobile network are generally lower than in the static caseyitlein or below the 95%

confidence interval of each other in all but two cases. In tlye laetwork at nominal

load, the single source model of RRS has a mean in the mobile case 3.3% above the mean

of the static network while at high load RRS similarly hasemm1.3% above the mean

of the static network using the single source reservation modelwbhilsl suggest that

mobility has a small negative effect on raw acceptance mateei small network, with a

more variable effect in the large network.

Direct comparison with Table 17 does not, however, take into accountgbevations

later lost to the link failures associated with mobility. Mdpilcan cause existing

successful reservations to be lost when links fail within the or&twhus increasing the

number of subsequent reservations admitted. The effect of linkrdailon active

reservations is related in Table 19 with the given percentagecaipted flows having

lost their resources at some point along their route.



Table 19, Reservation Failure Rates (due to mobili)

Network Load Source RRS RSVP
Small Nominal Uniform 2.0 +/- 0.6 1.7 +/- 0.6
Single 1.5 +/-0.7 1.7 +/- 0.8
High Uniform 1.3 +/-0.6 1.6 +/- 0.5
Single 1.0 +/- 0.3 1.0 +/- 0.7
Large Nominal Uniform 4.3 +/-0.3 4.3 +/-0.3
Single 4.8 +/- 0.9 4.2 +/- 0.9
High Uniform 3.6 +/- 0.3 3.8+/-0.4
Single 3.7 +/-0.9 4.4 +/- 0.9
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The mean failure rates for RRS and RSVP can be seen tatfah the 95% confidence
interval of each other in all cases. This is as expected, #iageare based on the same
underlying mobility model and a similar reservation release nmésina Reservation
recovery mechanisms were not included in the RRS and RSVP modeid€mgsthe
relatively low number of failed flows relative to the number ofepted flows, it is
unlikely that such features would be worth the additional overhead itothisandwidth

environment.

Considering the link failure rate, the total number of successfdrnrations can be
calculated to determine the effect of mobility on RRS and RS\vidually. A
successful reservation is defined as a reservation that maintainggloeirces end-to-end
without loss due to a link failure or pre-emption. In this section aa& lonly at link
failures. In RRS, the effect of mobility (failure rate) withe single source reservation
model has very little effect, with only 1.2-2.3%fewer successful reservations with
mobility when compared to the static case. The effect is Bliggntger in the uniform
source model with 2.9-5.1% fewer successful reservations over&P RSows a similar
trend, though with a slightly larger effect. Compared with thécstaodel, 1.2-5.7%
fewer reservations were successful in the mobile network fgkesgourced reservations,
while the uniform model had 3.0-8.7% fewer with mobility. The differebetveen
single source and uniform models is explained by the fact beatubhiform model

saturates the links more evenly, while the single source modets@ifom bottlenecks

™ for e.g. to calculate the difference in the smaliwork, high load scenario the effect can be dafed as
(67.2 (mobile case) -1.0 (link failure rate) *0.6(Zceptance) ) / 67.6 (static case) = 2.3%. Nwefailed
flows must first have been successful and therdfaxe a proportionally smaller amount on acceptance
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around the reservation source. This leads to more reservationsrageabeing lost for a
particular link failure in the uniform model. From this we concltitg there is a slight
(single digit percent) negative effect from mobility on reseovasuccess, with uniform
reservations experiencing approximately double the effect found thengjngle source
request generation model. In order to properly compare RRS and &&8\{the idea of
successful reservations, we look in the following section at the cdluse of reservation

failures, pre-emption.

7.3.3  Effect of Pre-Emption

By investigating the effect of pre-emption rates in RRS, we gainter hetderstanding of
the difference in reservation success between RRS and RSVPpefbentage of

accepted flows which lost their resources due to pre-emption is given in Table 20.

Table 20, Pre-emption Rates (RRS only)

Network Load Source RRS (stati¢) RRS (mobile)
Small Nominal Uniform 8.3+/-0.5 8.2 +/-0.7
Single 15.0+/-1.1 15.8 +/- 1.3
High Uniform 21.7 +/- 0.7 21.0 +/-1.2
Single 35.8 +/-0.9 35.7+/-1.2
Large Nominal Uniform 8.9 +/- 0.5 8.7 +/-0.4
Single 18.1+/-1.1 17.1 +/- 1.Q
High Uniform 19.2 +/- 0.5 18.9 +/- 0.5
Single 34.4 +/-0.8 34.2 +/- 1.Q

From this table we can see that pre-emption is significantpacting existing RRS
flows, particularly in the high load scenarios. In the maritimerenwment, this level of
loss may be acceptable considering that no high-priority flowsa#ected, only low
priority and to a lesser extent medium priority flows. This ensures thptaoce of high-
priority reservations, except in extreme cases, where tlagyom blocked by other high-
priority reservations. This is unlikely to occur in even the hagld models simulated
here given the relatively low pre-emption rates and an even digtnbatf requests

between the three priority classes.

Comparing the static and mobile network model results, the preampaties are within
the 95% confidence interval of each other in both the static and moéilarss. This is
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to be expected, since with similar reservation rates in both enabd static case, the mix
of reservations in the network is similar. With similar netveriorities and similar
number of reservations, the pre-emption rate should also be sinfitargfi within error
bounds, a slightly higher pre-emption rate in the static casbeaeen. Since there are

slightly more reservations made in this case, additional pre-emption can lotedxpe

In order to quantify the effect of priority on acceptance aneeprption rates in RRS, we
investigated the large static network scenario with uniform higfiid Priority was
found to have a significant impact on acceptance rate, with hightpiraffic having an
acceptance rate of 87.9 +/- 0.7 percent while medium and low-pritowiss had an
acceptance rate of 64.7 +/- 0.9 and 49.7 +/- 0.9 percent respectively, doceptance
rate of 68.6 +/- 0.7 percent overall. Similarly, while high-priorigws were not pre-
empted, medium-priority flows had a pre-emption rate of 25.4 +/- 0.7 npeso@ low-
priority flows had a pre-emption rate of 42.8 +/- 1.6 percent, for a&mgion rate of
19.2 +/- 0.5 percent overall. This shows that priority has a signifioapéct on both
acceptance and pre-emption rates, with high-priority flows gaisergice similar to
RSVP (i.e. no pre-emptions) but with an improvement of 80.9 percent im mea
acceptance rate over RSVP for the large static network scenario withdtfgh tr

The amount of pre-emption measured, especially at high load, giee® rise question
of whether RRS is in fact an improvement on RSVP in terms okssftd reservations.
Simple subtraction of the pre-emption rate from acceptance sateowever not
appropriate, as reservations must have achieved their resouraeetst some period of
time in order to be pre-empted. Based on the percentage ofettdepts that were not
pre-empted (or lost due to link failures) the reservation suc(@smpletion) rate
improvement of RRS over RSVP can be measured. Analysis shovesisha large
difference in mean improvement rates in high vs. nominal load soenat high load,
an improvement of only 3-8% more successful reservations over RSMBecachieved
in the small network and 14-17% in the large network, regardleslbility or traffic
source model. At nominal load, a greater improvement is possiltlee ismall network

9% and 20% for uniform and single source models respectively. In tes latwork at
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nominal load there are some mobility effects. The static nktgains 19% and 24% for
uniform and single source models respectively, and the large molikorkeRRS
reservations gain 24% and 31% for uniform and single source modelstiesge This
shows that at nominal load the multi-routing effect is especgfigctive for single
sourced requests while at high load there is little differereterden the two request
models.

It should be noted that though RRS does pre-empt low-priority flowse flegs gain
some advantage from the use of reserved resources for the petirné before they are
pre-empted. Investigating the effect of priority level on resource thmles (reservation
success) we again looked at the large static scenario wiitrmanhigh traffic. In this
scenario we found that high-priority flows were not pre-empteaxXpscted), but both
medium and low-priority flows which were accepted had on averaggdicant period
in which they did gain their required resources. Medium-priority flavat were
eventually pre-empted kept their reserved resources for 65.2 +pedcEnt of their
allocated time period on average. Similarly, low-priority flowaintained their reserved
resources for 36.6 +/- 2.7 percent of their allocated time. Thus, thoeghmputed flows
do not gain full advantage of reserved resources throughout theméfeRRS does

provide them with significant periods of advantage based on their priority.

7.3.4 RRSvs. INSIGNIA

In order to compare RRS with INSIGNIA, it is important to rember that in INSIGNIA
flows are granted resources per-hop for as far along their cumetat as is available
instead of end-to-end. This means that if a link does not have resplater links in the
flow will not reserve resources. The unfortunate consequencersdese simulations is
that resources are kept by flows on the first part of their jpath,yet flows still fail to
achieve end-to-end reservations. As shown in Figure 32, this reducesathreitober of
successful end-to-end reservations in the network because resoergesstad on non-

viable reservations.
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Figure 32, Example of Network-Wide Reserved Bandwidit in INSIGNIA

Figure 32 shows the total amount of reserved bandwidth on all linke inettwork at a
particular time in one simulation run of the large network with no htgbnominal
request load, and with the uniform reservation arrival model. It shibhat at the
beginning of the simulation, from about 5 minutes to 25 minutes, a tangder of
reservations are successful and the total amount of end-to-eneecebandwidth in the
network peaks around 1800 — 1900 kbps (out of a theoretical maximum of 2176 kbps
“reservable”). After this, the total amount of reserved bandwidthedses until a steady
state is achieved at about 40 minutes. From this point on, successfulations hold
approximately 1250 kbps of network bandwidth. The remaining reservable loiimdwi
this point is tied up by reservations which do not have end-to-end resduut are still
holding resources on the beginning of their route, blocking other resas/gtrom

getting sufficient resources to be successful themselves.

In Table 21 and Table 22 below, the acceptance rate givenpgitentage of new flows
which gain resources on all links in their route on the first Wpgrades are the
percentage of flows which at some point did not have end-to-end resolecegain
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such resources. Downgrades are the percentage of accepted or ufigrasiechich at

some point had end-to-end resources and then lose the resources ok.&inde there

is no pre-emption in INSIGNIA this can only happen because of mobility.

Table 21, INSIGNIA Results (Static Network)

Network| Load

Source

Acceptance

Upgrade

Small Nominal

Uniform

20.8 +/-1.2

16.3 +/- 1.]

Single

14.4 +/- 0.6

17.7 +/- 1.

High

Uniform

6.7 +/- 0.3

14.8 +/- 0.¢

Single

6.6 +/- 0.7

10.1 +/- 0.

Large Nominal

Uniform

22.7 +/- 0.9

6.9 +/- 0.5

Single

47.5 +/- 2.1

5.3 +/- 0.

High

Uniform

9.7 +/- 0.4

8.7 +/- 0.4

Single

27.9 +/- 0.8

OT = 0 o~ oo —®

4.7 +/- 0.

Table 22, INSIGNIA Results (Mobile Network)

Network| Load

Source

Acceptance

Upgrade

Downgrade

Small

Nominal

Uniform

18.1 +/- 0.9

18.5 +/- 0.9

49+/-1.0

Single

14.6 +/- 1.7

20.6 +/- 1.8

5.1+/-2.3

High

Uniform

6.2 +/- 0.3

14.7 +/- 0.7

3.5+/-1.2

Single

7.1 +/- 0.6

12.2 +/- 1.4

43 +/-1.6

Large

Nominal

Uniform

19.7 +/- 0.8

10.4 +/- 0.6

88+/-1.1

Single

451 +/- 1.6

11.5+/-1.6

4.4 +/-1.2

High

Uniform

8.5 +/- 0.3

9.3 +/-0.5

11.3+/-1.1

Single

27.3+/-1.0

9.7 +/- 0.8

7.5 +/-0.8

Considering the results of these two tables, it can be seelN®BI&NIA performs very
poorly in the maritime environment with low acceptance rates (belstv 30%). These
results would not be acceptable in a maritime environment, edpexiasidering the

lack of priority mechanisms for critical flows.

Comparing these two tables to determine the effect of mobiligan be seen that the
static network model provides a slightly higher initial acceptamate, which is to be
expected when links may be down due to mobility when new requests arrive. Comparison
of the acceptance rates show the static results are withinrdénpef the mobile results

in all cases respectively. Conversely, upgrades are highke imobile network. This is

due to the fact that when links become available due to mobility thexr greater chance

for existing reservations to gain end-to-end resources using thg aswaillable link.

When both upgrades and downgrades are taken into account, the statickaledresults
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for partially successful reservations are similar and with#nl¥%. Partially successful
reservations are defined as reservations which achieve end-tessrdations at some
point in their lifetime. Interestingly, the uniform source distrbuatresulted in 7-17%

more partially successful reservation in the static network n{odelpared to the mobile
model) while the single source distribution resulted in 2-10% lessauge fewer links
become fully subscribed in the single source distribution due to tHertsmtk around the
source, it does not suffer as many lost reservation when a liskagaon average there
are less reservations in the network. Uniformly distributed tquage conversely more
sensitive to link outages since all links are more likely to haveigh number of

reservations.

7.4  Policy-Based Control of RRS

One of the unique properties of RRS is its ability to dynamicaignge its operational
parameters through the policy system. The simplest way to daatenthis is with a
change in the percentage of link bandwidth that can be used by RRSdored flows.

In previous simulations, all reservation protocols could reserve up pers@nt of the
bandwidth on each network link. Changing this value would traditionally require
reconfiguring every link on every router in the network. As illusttan Figure 33, RRS
can make this change throughout the network in a very short amount of time.
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Figure 33, Effect of Policy Change on Network-Wide Bserved Bandwidth in RRS

Figure 33 shows the total amount of reserved bandwidth on all linke inetwork at a
particular time in one simulation run of the large network with titgbihigh request
load, and with the uniform reservation arrival model. There argpthioy changes made
in the middle of the simulation, one at 3000 seconds to switch theaal®wink
reservation bandwidth from 50 percent to 25 percent, and a second at 500@sstec
change the bandwidth to 75%. As can be seen, initially the netavgkickly loaded to
approximately 1750 kbps out of a theoretical maximum of 2176 kbps Veddet
bandwidth tallied over all links in the network. At 3000 seconds, thé aotaunt of
bandwidth reserved in the network drops within approximately 10 seconds theloww
theoretical maximum of 1088 kbps as reservations are dropped untilesufbandwidth
is available. At this time, the observed acceptance rate dragmebgre-emption rate
increased significantly for a short period before evening out aewa rate after
approximately 600 seconds. Then at 5000 seconds, the amount of reserved bandwidth
increased quickly before reaching a steady state of about 2300 kbpkaotteoretical
maximum of 3264 kbps. At this time, the observed acceptance rate0@¥sfor a short

time without pre-emptions before dropping to a new improved rate gif@oximately
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600 seconds. This shows that automation through policy control can provideuweky

response times to changing needs, a requirement of maritime networks.

7.5 Summary

Looking at these results in terms of the operational requirenfi@nisaritime networks,
the overall RRS acceptance rate of 88-93% on average for nominahgsad
acceptable. In the critical high load case, the RRS acceptatecef 65-75% on average
may seem low but it should be noted that the pre-emption mechanismnuBRIS
ensures that high-priority flows are accepted at the cost ddripwiority flows losing
their resources. For example, in the heavily loaded large stetwork with uniform
requests, 87.9% of high priority traffic was accepted on averagée \Wadw-priority

traffic was accepted only 49.7% of the time on average.

To evaluate the effectiveness of RRS in a maritime environrhevas compared with
the archetypical fixed network reservation protocol RSVP and &NEIAreservation
protocol INSIGNIA. With mean acceptance rates of 57-78% on avetageranal load
and 37-57% at high load it is unlikely that RSVP would be acceptabléisn
environment, especially considering its lack of special treatnior critical flows.
INSIGNIA’s performance was even worse with mean acceptaasies of 14-48% on
average at nominal load and 6-28% at high load.

From these results, it can be seen that the multi-routing andnpteea features of RRS
provide a higher acceptance rate compared with RSVP, with sioskrates during link
failures. This improved acceptance rate does however come avghefcpre-empted
lower-priority flows. In order to determine the impact of prgpaon, RRS and RSVP
were compared in terms of successful reservations, which mmath&r resources end-
to-end throughout their lifetime. In this case it was found thdtigit load RRS still
outperformed RSVP by 3-8% in the small network and 14-17% in the hetgerk. At

nominal load, RRS performed especially well, with the single sorggaest model,

outperforming RSVP by 19-31%, while the uniform request model achie\@&2486
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improvement. These numbers highlight that probing multiple routes naakemificant
difference only when the network is not already saturated with requests.

Another interesting conclusion from these simulations is that thelitgaibiodels used
here have a marginal negative effect on both acceptance nateggservation success.
Comparing the results for the different mobility models, the@ecee rates for RRS and
RSVP with mobility are within or slightly below the 95% confideierval of the static
model in most cases. In RRS, 1.1-2.1% fewer successful reservatmmaade with
mobility using the single source request model. The effeclightly larger with the
uniform request model with 2.2-4.5% fewer successful reservationsP RBdws a
similar trend, though with a slightly larger effect. With tiegte source model, 0.5-3.3%
fewer reservations were successful in the mobile network, wielemiform model had

1.7-5.9% fewer reservations.



8 \Validation Results
This chapter presents the results of the validation exercisthéoproposed resource

reservation service (RRS). Since a prototype implementation dRf exists, results
using the simulation model were compared to measurements of iaguest-bed to

increase confidence that the simulation results are empirically valid.

This chapter begins with the methodology used to configure the validasthdd and
simulation environment. Second, a description of the setup used for theedes
measurements is given. Third, the corresponding simulation setup rébddséinally

the measurement and simulation results are compared.

8.1 Methodology

The simulation setup used for the RRS validation is the same épresaously for the
RRS simulation results (Section 7.1) with some specific difteno account for the
limitations of the prototype test-bed. First, validation runs of 1800 sed@nbalf hour)
were used for all measurements instead of 130 minutes. This value was chosesn dfecaus
limited time available on the test-bed. Second, only eight individual of one half hour
each were performed for the test-bed measurements whilen20were used for the
simulations. Fewer runs were made on the test-bed due to thicaigniime required

per run on the prototype system. Additional runs were made for thgasioms to have
tighter error bounds. Finally, because of the fewer number of runsiwihavay
confidence interval of 95% was calculated as an offset (+theoimean with of 2.365

times the standard error for the 8 validation measurements.

8.2 Test-bed Setup

Validation of the RRS simulation involved measurements of an exigotptype
implemented as part of ongoing work in enhanced communications cageabifiti
maritime tactical networks [6]. The configuration of the RBS-bed used for validation

is shown in Figure 34.
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<«—» 64 kbps LOS
<--» 32 kbps satellite
<-=> 128 kbps satellite

Four Node Maritime Task Force

Figure 34, Validation Configuration for the Test-bal

The test-bed is composed of four nodes. Each node consists of an egggCmdo
7204 router) and a single 100baseT Ethernet LAN on which resides vagplisation
workstations. All workstations have Intel P4 2.2 GHz CPUs with 1 GBRAIM. The
workstation hosting the prototype system ran Linux (Fedora Core B) thibi application
workstations ran Windows XP with SP2. The link types in the test-te@safollows:
links between Ships 1-2, 2-3, and 1-3 are all 64kbps LOS links, ship 1-N®Gsli
128kbps satellite and link 3-NOC is 32 kbps satellite. LOS links warelated using
back to back serial connections between routers while sateikewere hardware-based
point-to-point channel emulators. These links have been assigned the iappro@PF
link costs as described in Section 6.2.1. This configuration was chosen timitations
with the size of test-bed, while closely mirroring what netwuagkassets a small (3 node)

task group at sea would have available to it.

8.3  Simulation Setup

The OPNET simulation setup shown in Figure 35 was used to duplicatgptiegy and
link configuration of the test-bed.
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Figure 35, Validation Configuration in OPNET

The routers use OPNET'’s base Cisco 7204 model with a modified G@Ek that

forwards the LSA graph to the appropriate RRS process in its associatecatiamk3the

workstations use the base Intel advanced model with the addition oS gRRBess and
packet generation process (used to initiate new requests locahlg) routers are
connected to their associated workstation with 100BaseT Etherneb @adt other by
point-to-point links (a serial-like link model) with bandwidths betwe2raBd 128 kbps
and OSPF costs as were configured in the test-bed.

8.4 Results

Table 23 presents the results of varying both the reservation J@uriséng at nodes
uniformly across the network or from a single source) astivelteservation request load
(either nominal or high). The simulation results and test-bed nerasuts are compared
side by side for each variable.
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Table 23, RRS Simulation Results with Distributed Rquests

Source | Load Test-bed | Call Accep- | Call Pre-
Model or tance Rate | emption Rate
Simulation | (%) (%)

Uniform | Nominal | Test-bed 90.2 +/- 1.6 8.9+/-2.1
Load Simulation | 91.2 +/- 1.1 95+/-1.2
High Test-bed 74.3 +/-4.4 23.0+/-7.3
Load Simulation | 75.4 +/-1.9| 22.2+/-1.4

Single Nominal | Test-bed 84.7+/-3.5 25.5+/-5.8

Source | Load Simulation | 83.7 +/-2.5| 26.5+/- 2.3
High Test-bed 57.5+/-3.7 38.5+/-6.9
Load Simulation | 57.1 +/-2.3| 37.8 +/-1.7

As can be seen, in each category the mean simulation and meaguwesuks fall within
the 95% confidence interval of each other, indicating that the @iftess in results
between simulation and validation are not statistically sigmfiCBhis increases our trust

that the RRS simulation does in fact reflect the implementation of a sehlae.



9 Conclusion and Future Work
We conclude this dissertation by summarising our research cordrisudand providing

directions for future work.

9.1 Summary
Maritime networks are a relatively unexplored domain that incled@sents of both

fixed and ad-hoc networking. The various constraints imposed bynthi®ement make
Quality of Service (Qo0S) provisioning and resource optimisationcaritto their
successful operation. The term traffic engineering (TE}ex to combine these concepts
and this is the management area of primary interest for use \8hme research exists on
QoS provisioning in this area, a comprehensive characterisation ridfnmanetworks
and their management requirements has not been attempted and fofowushef our

work.

We have identified policy-based network management (PBNM)@emising approach
for managing maritime networks through automation and distributedtmperd/e have
used a service-oriented PBNM system to support a set of polalyted traffic
engineering (PETE) management services. Four PETE servieesr@osed and we
show through simulation and validation with a prototype that they provide both
prioritisation, and resource optimisation in this area. While T#asonly management

area explored, the concept may be extended as required into other managemment area

Though these services were designed for the maritime environiierg would be some
benefit to applying them for use in other types of network as. wék automation
provided by the policy system would be an advantage to all network itypesler to
reduce the management burden on the network operators. How much it wotilbhes
would depend both on the cost/complexity of developing the system andpbetezk
savings and efficiencies. The TMS service’s publish and substritke! is well suited
for small networks but would not scale well to large networkfiaut some kind of
clustering and data aggregation. The ability to adjust the amountfiod taa current

network conditions is also not very relevant in the currently undersbhédcfixed
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networks. However, Bell is on record of saying that it needs twadiic shaping since
P2P traffic is interfering with their other traffic [68] #us type of adaptive services may
become important in the future. The TPS would be a valuable serviemyotype of
network. The problem for fixed networks would be the scalability ofpiblecy system
itself and the fact that it is unlikely that any other typenefwork (other than army
networks) would wish to change their traffic prioritisation inghert term. In the case of
ISPs, extensive modeling and simulation precedes all such chem@esive routing
equipment to avoid service outages. In any case, undersubscribed fiwentkeeare
unlikely to require QoS mechanisms in the first place. The ARSsilar to the previous
two services in that they could be applied to fixed networks, but #nereoncerns. The
scalability is not such an issue assuming that MPLS tunnelsoafigured in advance,
however dynamic rerouting in fixed networks is likely to compéctieir provisioning
simulations. In wireless networks, the greater mobility predute use of semi-static
MPLS tunnels, but other mechanisms (multi-routing) could be used insédaktk the
RRS was designed specifically for the maritime environmdm, ntovel mechanisms
developed here are equally applicable to fixed networks. Since sugbrketprovide
more dense connectivity and longer routes, it may in fact opestttr than in maritime
networks. The fault tolerance aspects add additional overhead, but inashih
bandwidth this would not be critical. RRS would not unfortunately be swaled for

wireless networks. Due to the high mobility the use of explicit routes is noalblesir

The main contributions of this dissertation are summarised below.

* Characterisation of Maritime Networks

The thesis began with an investigation of the maritime environmehttlze issues
involved in managing maritime networks. The communication assets, raajyadpilities
and traffic composition are described. Based on the salient featunearitime networks,
we outlined the key management requirements that should compriséwarkne
management system for provisioning such networks. No such compxehens
characterisation of the maritime environment has been descrilied literature and is

thus one of the contributions of this work.
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« Adoption of A Policy-Based Management Architecture for Maritime Netwoks
From a review of the related work it was determined thatcpdlased network
management approach would satisfy many of the critical requmsnfer network
management in maritime networks. A distributed service-orientadygohsed network
management system developed in collaboration with colleagues at CRC hasé&eéor
policy-enabling the PETE management services. It is argue®BNM can provide the
automation required to reduce the need for operator intervention andisitrebuted

operation needed to deal with mobility and hierarchical authority.

« Development of Four Policy-Enabled Traffic Engineering Management Sgices

While the policy-based paradigm provides many attractive clesistecs, the main
objective of this dissertation is the provisioning of QoS. Trafficirereging has been
identified as a mechanism that provides both optimisation of resoarck®ffective
exchange of information. In order to meet the QoS requirementssirenikironment, a
suite of Policy-Enabled Traffic Engineering (PETE) managegmservices were
developed to provide visibility, prioritisation, resource optimisation ansburee

reservation. The four services are:

o Traffic Monitoring Service (TMS)

Our proposed TMS providedsibility by distributing the current state of network
traffic seen at a particular node. The level of detail distributed is adj@stallican be
chosen to reduce network overhead and/or delay by the subscribertésddiny
policy). TMS data can be used by operators to evaluate thentatate of a node or
the global network. It can also be used to measure the impake ajther PETE
services which may need this information to ensure that theis goalicy) are being

met.

o Traffic Prioritisation Service (TPS)
The TPS on the other hand is more directly concerned with QafSibyg DiffServ

techniques t@rioritise traffic depending on the currently defined policy. This allows
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the operator to choose the relative level of service betweeanmddiffclasses of traffic.

By associating TMS and TPS together, traffic which is nbteaing its information
exchange requirements can be given improved prioritisation. Though this shange
only the relative level of resources assigned to it, and doesgjuentantee its
transmission requirements will be met, TPS provides the QoS prowigioecessary

for the effective exchange of information in TE.

o Adaptive Routing Service (ARS)

We proposed the ARS for two reasons. The first is to ensure thatadiopl traffic
does not attempt to use a communication link that does not support iteatitor
exchange requirements. Secondly, the ARS will, according to poli@yteestraffic
from one link to another when the former link becomes overloaded thtbaglse of
MPLS overlays. Both provide load balancing and together this séreessource
optimisation goal of TE.

0 Resource Reservation Service (RRS)

The RRS is our primary contribution to TE in maritime networkser€ are several
novel features which make this end-to-end guarantesource reservationservice
particularly well suited to the maritime environment. The RRS [wotatiple routes
from source to destination in parallel, increasing the chanca tioatte will be found.
When multiple acceptable routes are found, the route is chosen to ebalanc
reservations across the network. The use of acknowledgementss, tiamet a
retransmission scheme provides robustness. RRS thus provides bothgbeld Bf
prioritisation and traffic optimisation, but also the militargugement of guarantees

for critical traffic.

* A Simulation Study of PETE

The motivation for conducting a simulation study was to understand theitahaf
maritime network traffic and the impact of the PETE servigeder different conditions.
While OPNET supported the basic networking and traffic models,megels had to be
created for the LOS links and PETE services. Additional functions such ag gatfitol,
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routing-table monitoring and RSS packet handing were added as welkir@uiation
models and results for the PETE services are a significanttilsution of this research.
The PETE services improved QoS (delay) for prioritised traffid guaranteed QoS for
critical traffic. While the combination of TPS and ARS provided iowpd delay for
designated traffic classes, in order to guarantee end-to-end QdSR&evas used. For
critical application flows in times of high contention, congestion, amd donnectivity
from mobility, the novel RRS service was shown to outperform twdlasimrotocols:
RSVP and INSIGNIA.

* Validation of the RRS model

A final contribution of this dissertation is the validation work uramlezh to improve
confidence in the RRS simulation model. Since much of the work in ¢laeohwireless
simulation lacks credibility (as discussed in Section 5.1) thienigaes proposed and
used in this dissertation offers a solution. By following a methoddloglyis repeatable
rigorous complete statistically valid, and empirically valltere can be increased

confidence in the simulated results.

9.2 Directions for Future Work
To our knowledge, this is the first work to study network managefioenapply the

concept of policy-based network management to, and study traffic engmein

maritime networks. There is thus considerable scope to advance this research.

« Improved characterisation and modeling of maritime networks

Though this dissertation provides a characterisation of the mastimieonment, there is
scope for refinement and further details of its operations andcir&$pecially as
technologies develop in the future. With further investigation of thes lankailable on
different platforms, more precise description of operationafidraind more realistic

mobility scenarios, more precise simulation results would be achievable.

» Extensions to the policy system
There are two areas of the policy system which could be impraveddre appropriate

application of PETE to maritime networks: extension of the policyailopand dynamic
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service discovery. While the policy system is currently desigor a single management
domain, further investigations are required to see how policy could &edext for use in
a coalition, or multi-security domain, environment. Policy negotiatioth @esolution
issues are likely to arise on a per-service basis. The uSergice Level Agreement
(SLA) between various network domains could be combined to provide end-to-end TE
across network boundaries such as proposed in [69]. Alternately a fixewrket
boundary could provide a gateway for management services such @e3hgateway
investigated in [70]. Dynamic discovery of network and policy servisas not
investigated in depth in this dissertation. Currently, it is asdumevork devices, their
related proxy PEP, and the policy server are given globally kramlginesses. A service
directory could be used to both discover the location, type, and roleswited.
Alternatively, the policy enabled applications, devices, or sercioelsl use the directory
to locate the local policy system. The investigation of seigeovery mechanisms and
their suitability to tactical networks could be further pursued.

* Improvements to the RRS

There remain several avenues of investigation in regards t@RI& including how to
handle unidirectional links, how a multicast resource reservationgemay be created
and merged if RSVP mechanisms were used to merge multiplvagses, and how
MPLS protection mechanisms could be used to allow alternatevedseyutes for very
high priority flows. Alternate algorithms for both multi-pathngeation and pre-emption

could also be investigated.

* Additional simulation studies

The focus of the simulation studies in this dissertation have beemdatbe traffic
engineering metric of transmission delay. While this matriovides insight into the
relative impact of the various traffic engineering servipesgposed, there are alternate
metrics that could be used. For instance, the throughput of trgfis tyould be used to
gauge the impact of priority level. The simulation studies atexkdd at only two
mobility scenario and two traffic models. Additional scenarios taaffic models could

be used to determine the impact of management services in stererdifsituations.
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With the addition or modification of management and/or policy sesuicere is also a
need to model the interaction of the services. Modeling of the poistgra could also be
extended to automate other areas of network operations in maniitwerks, or other

policy services could themselves be investigated through simulation.

« Application of approach to other target areas

The PETE management services were designed specifically tife maritime
environment, but the concept of using policy-enabled management senvizasdiwidth
constrained environments can be investigated for many differemaes.afhe most
obvious would be coast guard, search and rescue, and commerciahenapplications.
We are currently investigating the use of similar servicesgerin the Canadian army. In
this case, bandwidth is even more constrained and contains a guaatser of mobile
nodes. This leads to a greater emphasis on efficiency and miayhe applicability of

reservation services to point of only allowing one or two flows on a link at a time.

« Application of approach to other management areas

Currently four traffic engineering services have been desifmethe PETE system.
Additional management services could be developed to investiggi®vements in
other network management areas. Network management cantcekty other of the
FACPS functional areas as defined by the International Standardigarganisation
(ISO) [71]. FCAPS is an acronym for Fault, Configuration, Accounti®gyformance,
and Security, the categories into which the ISO model defines netwanagement
tasks. Particularly interesting areas for maritime netwarkdude root cause fault
determination, node health monitoring, and security of both the managsystsrh and
the network as a whole.



Appendix A: RRS Protocol Details

This appendix provides details of the proposed protocol for policy-badmissaon
control taken from [65]. It includes packet formats, timers and acfiaw outlining the
operation of a node upon receipt of a signalling packet

Service requests include source address/port, destination addregbgpamount of
bandwidth requested and the priority of the request. In the dionylahe destination
address/port and priority are determined randomly at the ingiatode. In a real
implementation, the request can be made automatically by an &ippliaden it is about
to start sending traffic (assuming it is RRS aware) omaest can be made through an
appropriately programmed user interface.

Al

Packet Formats

This section provides information on the packet formats. Each packeinsoataumber
of fields of given size and description. Additional notes on somesfiate provided in

the next section.

Al1l

Request Packet

The Requestpacket is used to forward reservation information on to the next ndde i
includedRoute. It includes sufficient information for the receiving node to deiteeni
the reservation can be accepted or not.

th.

Field Size (bits) Description

Message type 8 Protocol message type. Type =1

Reservation ID 128 Unique reservation identifier.

Reservation number 16 Probe number

Reservation total 16 Total number of probe sent for this

reservation.

Service Request variable Original service request submitted by user.
(~7500)

Number of nodes 16 Number of nodes along the reserved path.

Route 32 * Number | List of the IP Addresses for the reserved pa
of nodes.

Forward interface id 32 * Number| List of interface number/IP Address.
of nodes.

Reverse interface id 32 * Numben List of interface number/IP Address. Only
of nodes. used for full duplex reservations.

Residual Bandwidth 16 Minimum remaining bandwidth on a link a

reservation (bottle neck).

fter

Number of pre-empteq
flows N.

116

Pre-empted 128*N List of pre-empted Reservation ID.
Reservation ID
Bandwidth 16*N List of bandwidth of the pre-empted flows.
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A.l.2 Refresh Packet

The Refresh packet is used to confirm the continuation of an existing reservatian. |
committed request does not receive a refresh withimteerefresh timeout period, the
reservation is considered to have ended and the reservation’s resourcesised.rele

Field Size (bits) Description
Message Type 8 Protocol message type = 2.
Reservation ID 128 Reservation ID of the one to refresh.
Number of nodes| 16 Number of nodes along the reserved path.
Route 32 * Number | List of IP Addresses (router ids) for the reserved
of nodes. path.
A.l1.3 Commit Packet

The Commit message is sent from the destination to the source throudte allotles
along the reserved path in order to commit the reservationtanede. It is upon receipt
of this packet that resources are set aside for the associated reservati

Field Size (bits) Description

Message Type 8 Protocol message type = 4.

Reservation ID 128 Reservation ID of the one to commit resources.

Probe Number 16 Probe number of reservation to commit.

Number of nodes| 16 Number of nodes along the reserved path.

Route 32 * Number | List of IP Addresses (router ids) for the reserved
of nodes. path.

“Remote” 32 * Number | List of interface number/IP addresses of the

Forward of nodes. remote end of the reserved forward interface ids.

Interface ids Built during the commit so the sender can set up

the forward tunnel.

A.l.4 Failed Packet

The Failed message is sent to the source node from the destination noda& (or a
intermediate note in unicast requests) when there is no path available foethatres.

Field Size (bits) Description
Message Type 8 Protocol message type = 8.
Reservation ID 128 Reservation ID that was unsuccessful.




A.15

Denied Packet
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Message sent from a node to destination when the reservation tenn@ide along a
particular probe’s path.

hn.

Field Size (bits) | Description

Message Type 8 Protocol message type = 16.

Reservation ID 128 Reservation ID that was denied.

Reservation 16 Probe number

number

Reservation total 16 Total number of probe sent for this reservatiq
Source IP Address| 32 Source IP address for this reservation.

Al1.6

Release Packet

Message sent from a node to inform that the given reservation isnger valid and
resources should be released.

Field Size (bits) Description

Message Type 8 Protocol message type = 32.

Reservation ID 128 Reservation ID that was released.

Route 32 * Number | List of IP Addresses for the reserved path.
of nodes.

Al7

ACK Packets

This protocol will run on top of UDP/IP. Because UDP offers no gueeaof delivery,
some reliability via an acknowledgement-retransmission mechargsadded to the
Request Commit, andReleasemessages.

Field Size (bits) Description

Message Type 8 Protocol message type = 64.

Reservation ID 128 Reservation ID that ACK belongs to
Reservation 16 Probe number

number

Message type 8 Message type for which we send this ACK.




A2 Packet Fields

The protocol runs on top of UDP/B. The following table shows the message type used

in the header of each message.
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Message Type Value
Resource Reservation (Partial) 1
Reservation Refresh (Keep Alive) 2
Reservation Commit 4
Reservation Failed 8
Reservation Denied 16
Tear Down 32
Acknowledge 64
A.3 Timers

A set of timeouts at each node allow maintaining a consisteet stahe system. For
instance, if we expect to receive 5 reservation probes, and only 4 draved
successfully, the system will not block forever waiting for the missing probe

17

5h

Timer Length | When Description
(s)

Maximum 60 The node receives a This is the time to wait after the

waiting time for resource reservation| destination receives the first probg

reservation message and is the | for the remaining probes (if

probes. destination node. applicable).

Send 15 The node is the The timer must periodically trigget

periodically source node for an | the sending of a reservation refreg

refresh active reservation. | message to keep it alive.

messages.

Inter-refresh 30 The node is a node | This timer is used to make sure w|

arrival part of an active receive periodically refresh

monitoring. reservation path. messages for a reservation. If we
don’t receive the message within
the given period, the reservation i
torn down.

Maximum time | 80 The node receives a This is the maximum time to wait

for partial resource reservation| for a commit message before

reservation message and is not | cancelling a partial reservation.

commit the destination node

ACK receive 3 A reliable message isThis timer is used for the

timer sent. guaranteed delivery of messages
an ACK is not received for the
configured maximum wait time, th
message is considered lost.

f

i

¥+ UDP port number is configurable. Currently it @nfigured as port 7227 in the prototype.
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These different timers currently used along with the protocobages. The timers are
configurable and should be tuned to the environment in which the RRS wiidole For
instance, the maximum wait time could be lower if the networlewwaown to be quite
small or larger if delays are expected to be very long. ifiee-refresh interval should be
set to at least twice the refresh period (to allow for fmstkets). Investigation of the
effect of timers on the protocol was left as future work.

A4

Flowchart

The following diagram (Figure A-1) shows the processing thatone by the system to
handle the arrival of a protocol message.

Check Message
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Figure A - 1, RSS Packet Processing Flowchart
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Appendix B: Bidirectional Routing Example

This appendix taken from [65] explains the route information that Id bpiand carried
by the RRS messages as the request and confirmation progfessesource to
destination and back again. This information is used to set up tunnelsefaletined

traffic.

The general format to specify the path is:

{Router node ID/forward path interface}

If the service request is bi-directional, the path informatiomsi¢ée@ be augmented by the
reverse path interface which will be selected at each notteeasservation progresses.

The general format for bidirectional reservations becomes:

| {Router node ID/forward path interface/reverse path interface} |

To test both forward and reverse path simultaneously for sufficiemdwoath, it is

important to know at each hop which reverse interface will kel der routing the
reserved traffic (in order to maintain the reserved bandwidth grotthat interface). The
reverse path interface is used to set up the MPLS tunnels. This reverse patatiofoisn
carried as part of the request and confirm protocol messaghatdooth endpoints can
build the MPLS tunnels as required (since they are built in therge direction from

which they are sent).

To illustrate how the route is generated, consider the followingankteonnectivity

diagram.
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Figure B - 1, Network Connectivity Diagram Example

Let us assume the following:

* A service request has been made from LAN1/wkstl to LAN2/wkst2

* The best route algorithm has selected the following path:
{R1/A - R2/C - R3/G - R4/0}
(Note that an interface value of O implies that no interface is currently igpkcif

* The service request is bi-directional
As the probe (reservation request message) is sent from soutestination, each node

along the selected route updates the information carried by the iprobder to include

the reverse tunnel interface while performing access contrdioth upstream and

downstream directions.

At R1:

* The probe is initialized with the selected route: {R1/A/0 - R2/C/0 - R3/G/0 - R4/0/0}

* As router 1 is the first hop along the path, it does not includeeaveesterface. It

sends the probe to R2.

« The local policy system keeps the following knowledge for this request:

Forward path local interface: A

Reverse path local interface: 0

(N/A since it is a local connection)
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At R2:

R2 receives the probe containing the route: {R1/A/0 - R2/C/0 -R3/G/0 -R4/0/0}

Since the reservation request is bidirectional, it finds whidrfeate (in the reverse
direction) can best accommodate the request at the same hmhis case, only
interface B is a possible pick. Let us assume that enough bandsvaithilable via
interfaces C and B. It finds that A is the corresponding “next impg@rface to B and
updates the message with appropriate path info: {R1/A/0 - R2/CR8/G/0 -
R4/0/0} and sends it to R3

The local policy system keeps the following knowledge for this request:

Forward path local interface: C

Reverse path local interface: B

At R3:

R3 receives the probe containing the route: {R1/A/0 - R2/C/A - R3/G/0 - R4/0/0}

Since the reservation request is bidirectional, it then finds whieface can best

accommodate the request. In this case, two interfaces awlposLet us assume
that the best pick is via interface F (refer to Section 7.5 Herrbute selection

criteria). It finds that E is the corresponding “next hop” irstegfto F and updates the
message with: {R1/A/0 - R2/C/A - R3/G/E - R4/0/0} and sends it to R4

The local policy system keeps the following knowledge for this request:

Forward path local interface: G

Reverse path local interface: F

At R4:

R4 receives the probe containing the route: {R1/A/0 - R2/C/A - R3/G/E - R4/0/0}

Since the reservation request is bidirectional, it needs to fimchvinterface can best
accommodate the request. In this case, interface H is the osiplpgsick. Let us
assume that enough bandwidth is available at interface H.nds$ fihat G is the
corresponding next hop interface to H and updates the path info: {R1RZ/C/A -
R3/G/E - R4/0/G}.

The local policy system keeps the following knowledge for this request:

Forward path local interface: 0 (N/A since it is a local connection)

Reverse path local interface: H
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* Since it is the last node, it is the one that needs to createvdsse tunnel. The node
extracts the information from the corresponding fields of the probéorm the
reverse tunnel {R4/G — R3/E — R2/A} (last hop) and will createrdwerse tunnel
(from destination to source) once confirmed by the source.

* Because it is the last node, R4 will issue the commit messtigopies the forward
path info in the commit message (no need to send back the revétrsefpas it is of
no use to the other nodes) and sends it backward towards the soiR8e tbhe
commit message thus contains the following route: {R1/A - R2/C - R3/G - R4/0}

« As the commit message is sent from destination back to s@ack,node along the
selected route replaces the local forward interface bydheafd tunnel interface
(which needs to be expressed by the corresponding next hop intertaeeottier end
of the link to build the tunnel):

At R3:

¢ R3receives the commit containing the route: {R1/A - R2/C - R3/G - R4/0}

* Ra3finds that H is the corresponding next hop interface to @pdates the path info
of the message to: {R1/A - R2/C - R3/H - R4/0} and sends it to R2

At R2:

* R2 receives the commit containing the route: {R1/A - R2/C - R3/H - R4/0}

* R2 finds that D is the corresponding next hop interface to C. Itepda path info
of the message to: {R1/A - R2/D - R3/H - R4/0} and sends it to R1

At R1:

* R1 receives the commit containing the route: {R1/A - R2/D - R3/H - R4/0}

* R1 finds that B is the corresponding next hop interface to A. Ghadrit is the first
hop, it now has the information to create the forward tunnel. By éxigathe
information from the corresponding fields of the message, the forwanmkl is
created: {R1/B — R2/D — R3/H} (last hop).

Once the tunnels are created and access control has been comipéetibaly twill be
recognized at each hop and forwarded to the next hop defined bwrthel.tThis
mechanism is especially useful in maritime environments fompitsnotion of load

balancing when multiple links exist between the same two nodes.
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Appendix C: Policy Language Details

This appendix provides an overview of the policy representation redfoirede PETE
management services described in this thesis. It is based qolitbe representation
paper [5] given at the 2007 IEEE Workshop on Policies for Distribuistie®s and
Networks in Bologna, Italy, June 2007. This paper described the pepecgsentation of
the policy management system developed at BRChis policy system was developed
before any open-source policy system and associated represemtasi available. Since
that time, the Ponder2 project has made available a general-purpesemanagement
system with a Domain Service, Obligation Policy Interpreter, Cantrinterpreter and
Authorisation Enforcement [53]. Had this code base had been availatiie e it

would have been investigated as an alternative.

C1l Policy Representation Overview

Policies can exist at different levels of abstraction dependmghe context. DEN-ng
[18] defines a policy continuum that is composed of five views. Witha folicy
architecture, a similar but simplified policy continuum has befpted where policies

are expressed at three different levels of abstraction:

HL Policies: Specifies traffic management objectives via high-level policy
authorizations (what operations a subject is authorized to do on target objects) and
high-level policy obligations (rules that require some action to be performed on a
target);

Specification Policies:Expresses management-service-specific rules to derive LL
policies from a given HL policy;

LL Policies: Expresses technology/capability-specific goals.

High- and low-level policies are represented using XML. Thisuagg was found to
offer flexibility for expressing policies as well as to eacument manipulation. There

are a number of advantages of using XML to encode policies. Asexlith [72], the

858 The Communications Research Centre, a pre-coriveetééisearch agency of Canadian Department of
Industryhttp://crc.caand the current employer of the author of thésélitation.
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ubiquity of XML parsers ensures that XML can be easily ingtgat across
heterogeneous systems. XML can also be validated based on anckila to ensure
that the policy syntax is correct. This in turn facilitates le-based policy processing

approach used in this work.

The HL policy XML schemas have been tailored for the manageoigattives they
support while the LL policy schemas were designed to be gendhe idomain of traffic
management. A benefit of using a multi-level policy represientas that each level can
be implemented independently as long as the interfaces sppected. This makes the

architecture more resilient to changes.

In order to relate these two levels of policy, a level of gadinement [73] was
developed. Specification policies are concerned with the automatisidtion from an
abstract management HL policy into a set of LL policies. Thisl tleivel of policies is

rule-based and is implemented using the commercial ILOG JRules [74] engine.

The following sections describe these policies in more detail esctibe our experience
with their implementation in the policy prototype.

C.2 High level (HL) Policies
The policy system currently defines three separate types ahbhgation policies (three

types of traffic management policies) and one type of authamegiolicy (a user-
management policy). The three obligation policies dictate hownm&bon exchanges are
supported within the network while the authorization policy associasess with

management roles in the system.

The HL obligation policies are expressed in XML and reuse somesptndefined in
Ponder [52]. Obligation policies in Ponder define “the actions thatypslibjects must
perform on target entities when specific relevant events occumilaBly, we define our
obligation policies as the actions that a traffic managementelewist perform on target

applications under specific constraints.
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Our policy language makes use of a series of gengréstihat are reused throughout the
different policy documents. This approach provides the framework théiligxto
easily define and integrate new policy documents. A description ofutrent policy

representations is given in the following sub-sections.

C21 Traffic Management (TM) Policy
The HL Traffic Management (TM) policy was developed in support ofntleaitoring

service to give feedback via the event service to other manageemeides. They can
thus determine if their policy is being respected, and if not hmvpblicy has been
violated (policy monitoring). The traffic monitoring service casoabe used to monitor
the state of the various other nodes in the network. Its repagisanis shown in UML

format in Figure C-1.

1

" 1
Target *C>| TMPolicy — Base
-source [0..1] 1 1 -ishllowed
-destination [0..1]
-periad: Time ‘ Action Fjj_— Enhansed
=h
1 -isAllowed
4|>| Conslraints }::17 L] Datailed
.til -ishllowed
Scope Validity Status
type: Strin_g -starTime: date -operator; String
-origin: String -endTime: date -utilization: int

Figure C - 1, HL TM Policy Representation
The action defines the operation to be performed on the tangdis case, whether the

monitoring services is required or denied sending status updatesr@aia detail level.
The policy includes three constraints that represent the set otioasdinder which the
policy is valid. These three constraints are: the validity, tbpesand the network status.
The validity is a standard time constraint to indicate the pericgppficability of the
policy. The scope is used to define the policy applicability (wtiexgolicy is enforced).
Scope is explained in Section 4.1.2 of the thesis. The network se&rmahes whether
the WAN links towards the destination (defined in the targetpaegloaded, congested
or free. Finally, the target determines the source, destination, gndipigy of the traffic
management updates. If source is not defined, the local node isealsdtidestination is

not defined all nodes are assumed.
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Examples of TM policies are:
If the WAN links are not congested, distribute the base statudl tpear traffic

monitoring service instances every hour (this policy is described in XML tdretaw)

If the WAN links are congested, broadcast only base traffiust with a limit of one

report per subscribed node per minute

Allow detailed status to be sent to the NOC only, all other nodgsanly receive use

and enhanced status and must explicitly request enhanced status information

XML Example 1
Action: send summary status if links are not congested.

Target: all nodes, every hour
Constraints: WAN uncongested, valid between 9:00 and 11:00 am on May 10th 2007

and scope is Domain Recommended.

<TMPolicy ...">
<constraints>
<scope>DomainRecommended</scope>
<validity>
<starttime>2007-05-10T9:00:00-05:00</starttime>
<endtime>2007-05-10T11:00:00-05:00</endtime>
</validity>
<status>LT 70%-</status>
</constraints>

<actions>
<base>allow</base>
</actions>
<target>
<period>3600s</period>
</target>
</TMPolicy>
Figure C - 2, Sample TM Policy in XML
C.2.2 Traffic Prioritization (TP) Policy

The HL Traffic Prioritization (TP) policy was developed in suppoftthe traffic
prioritization service. The TP policy allows traffic to be ranked byikamportance. Its

representation is shown in Figure C - 3.
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i +
< TFFPalicy S

1Y )
Wraints l Action | Target
9 '[Ih -applicationType [1]
Scope Walidit SatPriar -saurce [0..1]
4 Y -deslination [0..1]
-type: String -startTime: date -type [1]
-origin: String -endTime: date level [0..1]

Figure C - 3, HL TP Policy Representation
The target refers to the application flows which are specifsdg their type (e.g. ftp,

chat, email) and optionally using the source and/or destination paramiet this case,
the action is the assignment to a pre-defined class of se@u&).(The CoS defines the
target’s (application’s) relative priority. Five CoSs are auttyesupported in the policy
system: Best Effort, Background, Standard, Excellent Effort,

Streaming and Reserved . The policy includes two constraints: a time constraint

and a scope constraint.

Examples of TP policies are:
* all domain’s VOIP traffic should b&treaming ;

» chat traffic from the commander’s computer (on ship X>8xeellent
effort ;

« file transfers between ship 1 and NOC standard

XML Example 2
Action: set priority to standard

Target: all email traffic to 10.10.0.18

Constraint: Valid for the whole month of June 2007 and scope is Domain Critical.
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<TPPolicy ...>
<constraints>
<scope>DomainCritical</scope>
<validity>
<starttime>2007-06-01T0:00:00-05:00</starttime>
<endtime>2007-06-30T23:59:59-05:00</endtime>
</validity>
</constraints>
<actions>
<priority>STANDARD</priority>
</actions>
<targets>
<name>EMAIL</name>
<destination>
<ipAddress>10.10.0.18</ipAddress>
</destination>

</targets>
</TPPolicy>
Figure C - 4, Sample TP Policy in XML
C.2.3 Adaptive Routing (AR) Policy

The HL adaptive routing (AR) policy specifies which bearer / IBRunnel traffic is to
travel over, depending on its type and current traffic conditions.efisesentation is

shown in Figure C-5.
! 1

Target —<>| ARPolicy }(}— MUST

-applicationType [1] 1 -bearerType
-source [0..1]
~destination [0..1] Action

-tunnelMame
1

SHOULD
Caonsiraints
-beararType
-tunnelMame

Scope Walidity Status
-type: String -startTime: date -operator; Strng
-origin: String -endTime: date -utilization: int

Figure C - 5, HL AR Policy Representation
As for the previous policy type, the targets are applications. &oin éarget object
(application), the action specifies the possible link types (or #RInnels) which are
considered acceptable to carry the target traffic. Four comtstrare defined; the first
three applying to policy enforcement time, scope, and network comslitonstraints.
The fourth constraint is that the policy must or should restricattien. The “should”

constraint implies that the target application can default talefeult route if there is no
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route to destination using the specified constraints. On the other hantntisé

constraint forces the traffic to only use the specified MPLS tunnel.

Examples of AR policies are:
traffic exclusive to the task group SHOULD be sent via LOS llokd ESS such traffic

cannot meet its QoS requirements

links with utilisation greater than 85% MUST reroute best etfaffic onto an alternate

route (if an alternate MPLS tunnel exists) or drop this traffic

voice and video traffic MUST use satellite bearers UNLESI&ation is greater than
70%

XML Example 3
Action: set trunk type to be any SATELLITE

Target: all VOIP sessions
Constraints: Scope is Domain Recommended, Valid between 9:00 and 11:00 am from

May to July 2007, and utilisation is less than 70%.

<ARPolicy ...>
<constraints>
<scope>DomainRecommended</scope>
<validity>
<starttime>2007-05-01T9:00:00-05:00</starttime>
<endtime>2007-07-31T11:00:00-05:00</endtime>
</validity>
<status>
<satellite>LT70</satellite>
</status>
</constraints>
<actions>
<must>SATELITE</must>
</actions>
<targets>
<name>VOIP</name>
</targets>
</ARPolicy>

Figure C - 6, Sample AR Policy in XML
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C.24 Resource Reservation (RR) Policy
The final type of HL policy is the Resource Reservation (RR)cpoRR policy is

significantly different from the previous types of policy asetfers not to class-based
traffic, but to individual flows. For this reason the policy refersthettraffic (no targets)

but to the operation of the RRS itself (many different actidtssjepresentation is shown

in Figure C-7.
1 1
Scope = RRFolicy =% MaxReserve
-type: String 1 i -bandw: Percentage
-origin: String
‘ Consiraints | | Action RetrpOnFail
-retry: Boolean
wWalidity
BypassOnLinkFail
-gtariTime: date
-endTime: date -Pricrity -String

Figure C - 7, HL RR Policy Representation
RR policies do not include a target as they apply to all RRS topesan the local node.
It has similar constraints to previous types of policy includiogpe and validity. Unlike
previous policies, there are a number of actions which can be applied same RR

policy which influence its operation at the local node.

Examples of RR policies are:
A maximum of 50% of the available bandwidth of a link may be reserved

Reservations which are pre-empted or terminated due to a cimatag®logy (mobility)

should be immediately re-attempted on a different route

High priority reservations should have a disjoint bypass rouervwed and placed on

standby

XML Example 4
Action: enforce all three example policies

Constraints: Valid between 9:00 and 11:00 am from May to July 2007 and scope is

Domain Critical.
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<RRPolicy ...>
<constraints>
<scope>DomainCiritical</scope>
<validity>
<starttime>2007-05-01T9:00:00-05:00</starttime>
<endtime>2007-07-31T11:00:00-05:00</endtime>
</validity>
</constraints>
<actions>
<maxreserve>50</maxreserve>
<retryonfail>True</retryonfail>
<bypassonlinkfail>HIGH</bypassonlinkfail>
</actions>
</RRPolicy>

Figure C - 8, Sample RR Policy in XML

C.3 Specification Policy
Specification-level policies define the relationship betweenpdlicy and LL policy.

Specification policies encode an understanding of the concrpébitaes available in

the system and the HL policies objectives.

The policy system currently uses a Java-based commerciaémgiae, ILOG JRules
[74], to express specification-level policies (derivation ruledjhough targeted to
business rules management, JRules offers the flexibility and duatity that was
required for the interpretation and manipulation of XML policy documeBisth

specification and element specific policy transformation rateswritten using the ILOG

rule language.

The refinement from HL policy to one or more LL policy documentsireguelement by
element comparison in order to detect possible differences frewops versions of the
HL policy. In order to perform these comparisons, the rule engindsnaecess to a

variety of external data sources including Java objects and property files.

Since the translation logic needs to be updated in parallel witlgebda HL policies, it
is important to have a simple way to perform these updates. Td@mgine allows to

keep a clean separation between the management system andLtimldy processing
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logic and it is flexible enough to allow implementation of new fiometlities. The main

components of the JRules engine are shown in Figure C - 9.

( Parameters (input/output) )1

Rule Engine
Executable Working
Object Model memory

—_— Ruleset
Lo |

ppu.irl, pep.irl. authorization.irl,
merge,irl, validation.irl

Figure C - 9, JRules Engine Components

The rule engine is initialized by loading the XML scheraad a set of rules. Schemas
are automatically transformed to a class model. These clagsesne our Business
Object Model (BOM). It represents the objects that may be matguulby the rules.
When an XML document is loaded by the engine, it is dynamicaliwerted to the
corresponding objects from the available class definition. Once tleetsdjave been
loaded in the working memory, the rule execution is initiated. sva in Figure 10,
rules in JRules are expressed using an If-Then- (optionaldfiseture (using the
keyword “when” instead of “if”). The “If” part is evaluated onl abjects in working
memory. The execution of the “then part” may add, remove or modifictsbie the

working memory.

Rules are evaluated in a specific order as indicated by tb#oml The action part of a
rule is written in the text-based ILOG rule language (IRbjch is very similar to Java.

An example is given below:

Example 4
This rule derives the LL TP policy from a HL TP policy which @n$ an action to set

the priority level toreal-time . As shown in Figure C-10, when it find intances of

“Realtime” in HL policy it executes actions in the then section of example.
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when {

hiPolicy: TEPolicy. TPPolicy(type="Realtime”)
[IPolicy: TPPolicy(pmapList: policyMapList)
policyMap: TPPolicy.PolicyMap() in pmapList
}
then {

classMap classMap = new ClassMap();
classMap.name = "REALTIME";
classMap.marking.content =
rulesProperties.getProperty("dscp.marking.re
altime");
policyMap.classMapList.add(classMap);

Figure C - 10, JRules example

Figure C - 11, presents the main steps for policy manipulation amegsing, and the
order that they are applied.

| 1. Policy translation (HL -> LL) |

| 2. Policy Change Detection \

| 3. Generate policy decisions \

Figure C - 11, Specification policy rules

First, the LL XML elements are populated with values from the pdlicy and the
configuration file. The complete LL XML documents are then generated.

Second, the rules compare the new policy objects with previous objettie & defined

for each possible change that can occur in the policy documentomtiiaen part of the

rule detects these changes. For instance, if the priontge flow was changed from
routine  toreal-time , a first rule will detect that the video flow is not part oé th
routine  class anymore. A second rule will detect that a new flow (video) is now part of

thereal-time class.

Finally, a policy decision is generated and it consists obaigioning instance identifier
(PRID) and an encoded provisioning instance data (EPD) [25]. The &Ri€sponds to
an XPATH expression that points to the changed element in the ploaryment. The
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EPD contains an XML fragment that represents the new policytoltjex policy entry
has been removed, the decision consists only of the PRID withRAG X expression

pointing to the removed element.

If this is the first document to be submitted, all low-level XMbcuments are fully
submitted to the PEP. If not, only the policy decisions (updates) are pushed to the PEP.

C4 Low Level Policy
All LL policies are expressed in XML and represent concref@ieaable goals for

specific device (client) types. Examples of client types faewalls, routers, and IPsec
devices. In the current system, only one client type, the WAN rast@olicy-enabled.
The LL XML policies were derived from the traffic managemeagabilities of a router,
and greatly depend on the technology (in this case, access cont&l,aQe routing

mechanisms) used to enforce the HL policy directives.

LL policies are refined from HL policies and sent to the approgpmetwork element
(PEP), where they are interpreted and translated into devicdékspesmmands
(configuration information). LL policies are generic in that theg wendor-independent
and capability-specific rather than device specific. This promoteslularity and
prevents the policy system from being bound to specific vendor equipAgeatresult,
configuration devices can be easily interchanged (e.g. a Cis@y maut be replaced by a
Linux router), the only requirement being that the selected equipswgpports the

specified capability.

The representation of the LL TP policy as defined in the policyesygrototype is
included here as an example as shown in Figure C - 12 and Figut8.@ete that the
simulations did not include low level XML policy but instead intégga policy

enforcement directly into the service models.
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Figure C - 12, LL TP Policy XML Representation

This diagram (output from XMLSpy [75], an XML authoring applicatiamows the

structure of the LL TP policy representation that is used bptbey-PEP to enforce the
TP service. The policy is made up of an optional authorisation elemmedtfor security,

and a set of policy maps which match TP class identifiers gbllcy identifier of the

type of traffic) with the class of service (classMap) topbevided on the router. The
classMap element of the LL XML representation (expanded in &iGur 13) defines the
DiffServ WFQ parameters including the DSCP code point markirgghting etc. as

required.
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Figure C - 13, LL TP XML Policy Class-map Sub-Elemats

The TP LL policy was derived from the router’s QoS capabildies in particular from
DiffServ [76]. The traffic prioritization policy specifies atffic class set with elements to
express QoS parameters. In particular, it can be seen frona ttlass-map includes
notably the following three variables: a marking element thatva specification of a
DSCP code, a policing scheme that restricts the maximum bditdthiat can be used,
and a WFQ weight. The latter represents the relative weigtite class-maps between
one another. The greater the relative weight the greater fractionlofkivall be used by

traffic assigned to this class.
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Example 5

A traffic class of priorityExcellent-Effort with scopeDomain Critical is
assigned to an input policy-map (ingress). All traffic attddioethis class is marked with
DSCP afll . The policy also defines a traffic class of priofifyssion-Essential
assigned to an output policy-map (egress). Traffic attachdusalass is guaranteed a

minimum of 20% of the link capacity.

<TPPolicy ...> ...
<policyMap name="INPUT_POLICY” direction="input">
<interfaceName>FastEthernet0/0
</interfaceName>
<classMap name="  DomainCiriticalExcellentEffort">
<marking>afll</marking>
</classMap>
</policyMap>
<policyMap name="Multilink1_POLICY” direction="output">
<interfaceName>Multilink1
</interfaceName>
<classMap name="  ExcellentEffort">
<weight unit="percent"
type="bandwidth"><value>12</value></weight>
</classMap>
</policyMap> ...
</TPPolicy>

Figure C - 14, LL TP Policy Example

At the router level, TP LL policies are enforced using various @e&hanisms such as
Class-Based Weighted Fair Queuing (CBWFQ) and Weighted Randdm [Betection
(WRED).

C.5 Conclusions
This appendix presented the features of a multi-level XML-basedyp@presentation

for Policy-Enabled Traffic Engineering (PETE) managemenviges in a maritime
environment. A multi-level XML policy representation was adoptedabge it provides

different levels of abstractions and makes the system easier to adaptgeschan

The high level policy is entered by the user through an intedadeconsists of well-

known attributes such as constraints, actions and targets but doesrantlywupport
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external events. This ensures that operators have direct controlvbwgr policy is
currently enforced. Since maritime nodes are given a dynasviel lof autonomy
regarding the management services, the policy contains theptafdeerarchical scope
where the domain authority mandates or only recommends high levey. gainally,
some conflict resolution mechanisms have been described based on shefideape,

specificity, and user-based priority.

The rule-based approach was used to interpret HL policy into d@papecific LL
policy variables. The complexity of the translation rules in thBcydvlanager was
greatly minimized by using the ILOG rule language for the ifipation level policy.
This solution made the refinement from HL into capability-spetiki policies as well as
LL policies into device commands both extensible and simple to nmaifte logic is
clearly expressed in the form of if-then-else statementshvhmakes each rule self-
contained and thus modifiable independently from one another.
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Appendix D: Network Model Description

This appendix provides a formal description of the network models developade in
this thesis, primarily the topology, mobility, and traffic modelsisTincludes discussion
of the modelling choices made while implementing our OPNET simoalaln order to
explain the modelling choices, it is necessary to explain thegsdry which models are
created in OPNET.

In this appendix we begin with a brief introduction to the OPNET sitiaun
environment. This is followed by a description of the base scertanially we describe

the configuration of individual simulation scenarios.

D.1 Introduction to OPNET
OPNET is an object-oriented discrete event simulator (DES).sé&h, models of

individual network elements are defined and instrumented for statigthering
separately. This includes primarily node models (e.g. ship or arjaand link models
(e.g. 100M Ethernet or 802.11). Models are configurable through attrithaesarte
attached to individual instances of the models. It is unfortunateh@anain interface
through which these attributes are defined is WYSIWYG as a eengéscription of all
portions of the simulation would require screen shots showing albwatds of all
elements, most of which were not altered in out simulations. Dysate dimitations, we
have provided here a representative collection of the OPNET sionuli#vels and
provide additional material in text to provide the needed formalism.

The most fundamental element of an OPNET simulation is a socefra& scenario you
must completely described the network elements, their relptisgion and connectivity,
their trajectory (mobility), their traffic patterns and thatistical metrics to be collected
during a simulation run. Related scenarios are collected into afprBgch element in a
scenario is represented by an icon on the scenario screen. Coitdigetaments (such
as those defining the traffic or other global information to be used by all otineerts in
the scenario) contain only attributes, while the main elememtt @s nodes representing

routers, ships or workstations) also have a related model (sigtijicaode or link
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models) that can itself has elements that can configuredamcted. These elements
are process models that contain finite state automata whiclpseate the logic and
processing of the higher level models. How such process modebcintedictated by
both the higher level node/link model and likewise the scenario coafign itself. In
our simulations, we were concerned mainly with the effect of @FHEPservices on
application delay. For that reason, we made few changes to the yimglgstocess
models except at the network layer. The main exception to thisheamodification to
the 802.11 model to transmit at lower speeds. For this reason mal fdescription here
involves mostly the configuration of existing models to simulate nh&ritime
environment and the PETE services.

In its simplest sense, a scenario consists of number of node modakcted via link
models. All nodes must be sufficiently configured to accomplish tlseede network
activity. In order to ease this burden, attributes can be configaredspecial global
attribute definition node accessible by all models in the scen&ieouse this to define
traffic and the QoS settings used by the TPS in order to avoidtiegpéehe definitions in

all nodes.

As we discussed in the thesis, a number of variables were usest the effect of the
PETE services including the network size, background traffic, and fuselility. To

ease the modeling burden we created a base scenario for batiathersl large network
capable of mobility, both traffic patterns and the use of the varigd¥€Rervices. We
then simply created duplicates of the base scenario and confiperemdes in each to
make use of these variables as appropriate. For that reason veeugnegth a large
number of almost identical-looking scenarios (in terms of its lookhenWYSIWIG

interface), but because of the underlying changes to attributeheomodes they
simulated the desired effects. The scenario screen for onedastbour simulation (the
small network without mobility, low background traffic, and no TPS, ARRRS) is

shown in Figure D - 1. We will briefly introduce these eleméwt® and provide more

formal descriptions in the following sections.
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Figure D - 1, Scenario for the Small Static Networkvith Low Background Traffic

We have chosen to show the small static network with low backgroaffit tfor
simplicity. In this configuration the network topology has been seteasribed in the
thesis with ships near the limit of their LOS communications range (deddyéow with

mobility), but the three satellite capable ships connecting lmathetNOC and the NOC

Network server.

Also to be seen in this scenario is the traffic profile daéinj application definition,

traffic monitoring definition, policy distribute definition, and QoS cgofiation

definition. Each scenario must define the traffic used, whileQb8 configuration is an

aid so that QoS configuration need not be entered individually on all nodde. @S

configuration is dealt with in the following section, a separatiextien deals with the

definition of traffic in our simulations.



175

In terms of network elements (node and link models), OPNET providedearange of
standard networking computational equipment (routers and workstation$joandhis
we selected equipment that would be comparable to that availaldeN&C. This
includes at high-end 7200 series Cisco router and a workstatiosespng the servers
and network behind the router. In order to model the ships, however, itewassary to
create a new node model that included multiple wireless inesrféda/o for LOS links).
The ships were also created with mobility, and the trajectosydefined per simulation
run. In terms of traffic applications, the background traffic er@sted and tuned through
configuration of existing traffic models (by changing theilaites). Two of the PETE
services, the policy distribution services and the traffic monigoservice, were modeled
as custom applications as described in the following section. ThpBeasions are then
combined into a traffic profile which defines when different appbcatmodels are
active, for how long they are active, and the pattern in which réygeat over the life of
the simulation run (OPNET calls this a traffic profile). Fipain terms of connectivity,
maritime networks are relatively straightforward sinceythse wireless links for their
connections. By arranging the nodes as described in the thessettind the distances
and transmission power levels appropriately the mobility pattern dmuldchieved by
adding pre-calculated trajectories appropriate for the mobiligats described in the

thesis.

D.2 The Base Scenario
OPNET comes with a number of models available from an objecteastshown in

Figure D-2. These include node models for traffic sources and, sinksmodels for

communication links, path models for mobility, etc.
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Figure D - 2, Object Palette

In order to model a maritime network, we decided to use stanuzaldls available in the
library as much as possible, modify models that were closéh&t we wanted, and to
create the models that did not previously exist. Once added thes¢sroad be edited to

add new capabilities as described in the following section.

D.2.1 NOC Node Model
In Figure D-3 we show the workstation model used in our simulation. Themode! is

based on the advanced ethernet workstation but has been modified to dupRETE
services. It is organised along the protocol levels with the dépebifor IP, RSVP,
applications, etc. Into this model, we added the RRS processclentof the UDP
process which itself has a request generation client whose orgdggeuis to generate
requests according to the appropriate request model as descrilikd thesis and

configured for each scenario.
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r] Node Model: inmp_ethernet_wkstn_adv
Fil= Edit Intetfaces Objects Windows Help
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Figure D - 3, Workstation Node Model with RRS Capabity

Each of these processes is controlled by attributes which catitbé #om the scenario

interface as defined in the configuration section below.

D.2.2 Ship Node Model
From this object palette you can also create custom modeld) vehibe source of our

ship_client_adv model used in our simulations as shown in Figure D-4.tiNgtéhis
model is more complex as it includes all routing functionality a as application
support unlike the NOC in which the functionality is split betweenrthter and the

workstation (network).
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Figure D - 4, The Custom ship_client_adv Node Model

This model contains 2 wireless LAN interfaces supporting the neod802.11 process
model. The model supports the usual application and IP communicatios, laypports
QoS including WFQ, and MPLS as required for the PETE servicesniddel also has
the modifications required to support the PETE services thems@éledOSPF process
has been modified to forward the all LSDB updates to the RRS greoethat it can
detect changes in topology and update its routing and react to link failures.

D.2.3 Link Models
We used two types of link model. The link between the NOC routeN&1d network

router is a PPP link DS3 model with a nominal 44 Mbps throughput. Téuelncomes
from the OPNET library and was set to operate without errobackground load other
than that being simulated. It was chosen for simplicity and smeearitime networks

this link is much faster than the long haul wireless links.

The 802.11 WLAN used between the ships and from the NOC to the shipsoaiss
from the OPNET library, but was modified to handle lower transionsspeeds. Instead
of the standard transmission data rates, the model was setdmitrat a maximum of
either 64 kbps or 128 kbps.
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D.3 Configuring the Scenarios
In our modeling, modification of the node attributes for each duplisedémario was

required to simulate the maritime environment. The main configuréasiks included

some static configuration that did not change between scenarios:

* initial base position of the network nodes

» configuration of OSPF (routing protocol)

and some that did change between scenarios:

e configuration of the ships’ mobility (trajectory per simulation run)

e configuration of the application traffic (background and policy distributiofidyaf

Based on these parameters, a number of scenarios were createesiigate the impact
of TMS and TPS, the mobility, traffic level, and network sizeenenanged. ARS was
investigated as a special case of the small static newitrlhigh traffic, TMS and TPS
active at the same time. RRS was investigated for differemtork sizes, mobility levels
and also by varying the source of requests (either spreadingstecvenly through the
network or originating from a single random source) and the requedtrhodel (the
number of requests were varied). These were controlled by theeste generation

processes in the ships and NOC workstation’s load model.

In this section we describe as formally as possible thegugation of the models chosen
with some discussion as to its relevance to maritime networgeneral. This includes

the base static configuration, and the per scenario configuration reslyective

D.3.1 Static Configuration
The first factor to be considered for the static configanabnce the models have been

developed and chosen is their orientation. Since the wireless netwarie \senulating is
sensitive to distances, their position is critical. As mentigurediously in the thesis, one
of the complicating factors of using OPNET to model maritimevaogts was the lack of

appropriate wireless link models. In order to overcome this shpttie 802.11 link
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model available with OPNET on which the wireless LAN pararsetee based was
modified to operate the same way but with a maximum transmissierof 64 kbps for
LOS links. Non-overlapping frequencies were used to avoid intedereetween links. It
is possible to set the maximum transmission rate to anydestieed and thus could be
used for other types of network as required, though the changes herenag for the

maritime environment.

Since OPNET does not by default support the scale of maritinveorks (which is
measured in nautical miles(nm)), we instead scaled our simulatieangeatureless plane
approximately 2km by 2km with the small static task forceeredton the exact middle,
1km from each side at reference position (0,0) using the Gartesordinate system. By
choosing a power setting of .001 W in the 802.11 WLAN interface, a resephge of
405m was achieved for the LOS links. In order to scale the diowlproperly, it thus
required 22.5m in the simulation to 1 nm. Based on this conversion, wel piecehips

in the small network at the positions (0, 239), (239, 0), (0, -239), and (-239,0) as
measured in meters for ships 1-4 respectively. Resulting in arshifedistance of 338m

(15nm) as required for our simulations.

For the large network scenario, the second task group wadpdadestance of 20nm
(450m) from the small network at the closest point. Since the rsodraes this task group

at a 45’ angle in the®lquadrant, the centre of the formation is at (557, 557) placing the
ships in the locations (557, 796), (796, 557), (557, 318), and (318, 557) for ships 5-8

respectively.

The second factor to be considered for the static configuratioihemodes themselves.
In order to give an idea of the range of attributes that can beyettaon a node, the

categories of configurable attributes of ship 4 is shown in Figure D-5.
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[ Apply changes to zelected objects [ Advanced

| Find Mest | k. | Cancel |

Figure D - 5, Configurable Attributes of Ship 4 (slip_client_adv node model)

In this figure, we show the node’s name, its trajectory (simgg@ance of its mobility),
and its address directly. There are however a wide range ofbftitare and hardware
configuration options that can be changed. For instance, ship 4 hatiwe wireless
LAN links (corresponding to the LOS links) that require configoratiin this case we
have configured the first LOS link to use BSS 0 without accesd faoictionality (ship

1, the corresponding LOS end of the link, takes on this function) as shdvigure D-6.
Physical characteristics and data rate are meaninigéresas we have overridden them
with our model changes that provide a maximum 64kbps. The channel i86eirid the
transmit power to .001W which provides a 405m range as explained b&loav.

remaining attributes were left at their default value.
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Figure D - 6, Configuration of 1st Wireless LAN inteface on Ship 4

In order to activate OSPF-based routing and ensure that the RR&Spreceived the
proper link costs for the different type of links, the various iat®$ of each ship had to
be separately configured as described in the thesis. Using abggitas an example, we

can see in Figure D-7 that the OSPF cost has been set to 1150 as needed.
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Figure D - 7, OSPF configuration on ship 4

The link and networking parameters in both the small and largeorietinave been

configured likewise for all nodes, including the NOC router.

D.3.2 Mobility Model

For mobility, we generated 20 ship trajectories based on the mabddels described in

the thesis. We generate a random motion vector (x,y) forwelatotion, limiting the

maximum distance traveled in the 2 minute update period to 22.5m amdaiieum

total distance from the current default position to be 67.5m. Theitalgoshown in

Figure D-8 was used to configure a node’s initial position and subsequent motion;
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1. select an initial current positiomithin 67.5m of the nodes base position (0,0)
2. for every two minute time interval t: randomly generate aglea-360’ and a

distance 0-22.5m (uniform distribution).
3. convert from the polar-coordinate vector to a final Cartesian (x,y) random .vector

4. repeat steps 2-3 if the current positjglos the movement vectgior the moving

task force in the large network) plus the random vertavutside 67.5m from
expected location (initial position plus t*motion vector) at this time.

5. otherwise write current positignius the_ movement vectptus the random vector

into the trajectory file.
6. repeat steps 2-5 until t*2 (minutes) is greater than 130 (mindkestime it takes

for two task groups in the large scenario to pass out of communications range.

Figure D - 8, Trajectory Generation Algorithm

An example of the beginning on one of these trajectories for shipig\lmas no motion
vector) is shown in Figure D-9. Note that statistics are not gathe the first 5 minutes
of all simulations. The initial position in this case is (12.2, -5r&Rtive to its initial

location, which for ship 4 is (-239, 0) giving an absolute position of (-226.8, -5.52).
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=+ Edit Trajectory Information

Trajectony name: |ship4_small_path1 |

#Poz[m] | ¥ Poz[m] | Distance[m] | Altitude [m]| Traverse Time | Ground Wit Time J
Speed
1 12200000 5520000 nfa  0.000000 nfa nta
2 0.020000 4430000 15681008  0.000000 2mi0.00: 0130675 00,00z
3 9270000 2080000 9824291 0.000000 2mi0.00:  0.081869 00,00z
4 24260000 -HEFO000 20807204 0.000000 2mi0.00s 0170833 00,00z
5 16940000 -24. 280000 19,793550  0.000000 2mi0.00: 0164948 00,00z
£ 27.6E0000 -38.620000 17920329 0.000000 2mi0.00:  0.149336 00,00z
7 13360000 -28.530000 17801862  0.000000 2mi0.00s  0.145849 00,00z
g 15330000 -25.220000 3.85475E 0000000 2mi0.00s 0032123 00,00z
| 9 34710000 15540000 2162225  0.000000 2mi0.00:  0.180524 EIEI.EIEI:I_[
4 | »

[ Coordinates are relative to object's position Ground speed in: | mds -

Distance in; | meters

L

Altitude in; | meters
Inzert Delete Bedefine... ITI Cancel |

Figure D - 9, The 19th Trajectory Generated For Stp4 In The Small Network

Lef L

A similar method was used for the large network with pre-compuigéctories,
computed using a movement vector as an additional motion vector faualinfoving
nodes of the second task force in the large network. The vectoribabkesiscenario was
(-19.5m, -11.5m). This vector relates to a 2 minute time period. Thertageaof using
pre-generated trajectories and initial positions is that thee saobility pattern can be
used for all simulations and will not be a variable compared tantheduced variability

being studied.

D.3.3 Traffic Configuration
Once the network topology configuration was completed, the network lmeukiaded

with traffic. OPNET comes with a wide range of traffitmdels that must be configured.
Custom traffic models can also be defined. For background trafficjefieed traffic
globally using the application definition object (shown in Figure Ddl)define the
characteristics of both high and low traffic conditions for tlagowus traffic types as
defined in the thesis. This includes the low traffic condition forileasmshown as an
example in Figure D-10.
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Figure D - 10, Background Traffic Definitions

The configuration required inter-arrival distributions, the size aaqdesee of packets
sent, the destination of traffic (as mentioned in the previous settafic profiles as
assigned to individual nodes so the traffic destinations must béhedxtcThe traffic
generated by each of these background traffic definitions wasurexl as described in
Section 5.2.3 of the thesis. A formal description of the traffic madedsovided in Table
D-1. Each metric followed by (E) uses an exponential distributinfewnetrics followed

by an (U) follow a uniform distribution

Table D - 1, Traffic Models

Traffic Type | Description

Voice Call Voice calls using the G.729A encoder with 1 voice fraerepacket

were used as described in the ARS simulation section

MCOIN —low | Every 195s (E) receive or get (60%get) a 10kbygeffom the NOG
with priority 4 using ftp
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MCOIN —high | Every 10s (E) receive or get (60%get) a 6kbyte fdenfthe NOC
with priority 4 using ftp

Overhead Every 13s (E) receive or get (50%get) a 1.4kbyte dite fine NOC|
with priority 3 using ftp

Email —low Every 270s (E) send 3 emails (4 kbytes) and receivealiseevery
220s (E) from the NOC with priority 2

Email — high Every 120s (E) send 3 emails (4 kbytes) and receinealBsesvery
90s (E) from the NOC with priority 2

Admin —low Every 50s (E) make a 7.7 kbyte database query to the W@®C
priority 2

Admin —high | Every 20s (E) make a 7.7 kbyte database query to the WC
priority 2

Intranet -low Every 45s (E) get a 10 kbyte page with 10 2-10 kbytan@dyes

from the NOC using http 1.1 with priority 1

Intranet —high

Every 30s (E) get a 10 kbyte page with 10 2-10 kbytém@bes
from the NOC using http 1.1 with priority 1

Internet — low

Every 29s (E) get a 10 kbyte page with 10 2-10 kbyten{ages
from the NOC using http 1.1 with priority O

Internet — high

Every 6s (E) get a 10 kbyte page with 10 2-10 kbyte (desn&om
the NOC using http 1.1 with priority O

Music —low Every 200s (E) receive or get (75%get) a 10kbytdrbia the NOC
with priority Ousing ftp
Music -high Every 100s (E) receive or get (75%get) a 10kbyefrim the NOG

with priority Ousing ftp
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D.4 Conclusion
In this appendix we have formally described the models used toasarallmaritime at

sea environment. The OPNET simulation environment provides a wide rapgestirig
models upon which we built our network topology, mobility model and ¢raffodels.
The two topological configurations we used in the thesis (the langl the small) are
only two of any number of possible topologies of nodes on a two dimensianal, phe
outstanding characteristics of maritime networks being the &ldeagureless two-
dimensional plane (a lack of obstructions or three-dimensional gffdatslong range of
the nodes (LOS transmission range of 18), and the relatively sitavof movement
amongst the nodes (up to 30 nautical miles per hour). The traffic modeself is
relatively unremarkable. The link models used are remarKkabltheir low bandwidth
(64kbps). This combination of a slow rate of truly constraint-free 2Dility along with
nominal traffic and low link rates are some of the important adtaristics of the

maritime environment.



189

References

[1]

[2]

[3]
[4]

[5]

[6]

7]
8]

9]

[10]
[11]
[12]
[13]
[14]

[15]

[16]

[17]

[18]

M. Sloman, “Policy Driven Management for Distributed Systemstiydal of Network and
Systems Management, vol. 2, no. 4, 1994, pp. 333-360.

I. Labbé, F. St-Onge, D. Kidston, and J-F. Roy “A Policy System for Trslificagement
in Maritime Tactical Networks”, DRDC Technical Report TR-2007-005, Jo@7 2

OPNET web site, last accessed Jun. 5, 2688.//www.opnet.com/

D. Kidston and I. Labbé, “A Service oriented Framework for PolicyeBddanagement of
Maritime Mobile Networks”, MILCOM 2006, Washington, D.C., USA, Oct. 2006.

F. St-Onge, D. Kidston, |. Labbe, “A Multi-Level Policy Represtatafor Management
Services in Maritime Networks”, Proc Policy 2007, Bologna, Italy, Jun. 2007.

I. Labbé, F. St-Onge, D. Kidston, and J-F. Roy , “Experience Applying PolisgeBa
Techniques to Traffic Management in Low-Bandwidth Heterogeneous NetwtCR$SC
2007, Cap Esterel, France, Aug. 2007.

D. Kidston et al, “A Policy-Based Resource Reservation Sefeiddaritime Tactical
Networks”, MMNS, San José, California, USA Oct-Nov. 2007.

D. Kidston and T. Kunz, “Using Simulation to Evaluate Traffic EngimgeManagement
Services in Maritime Networks”, MMS 2008, Ottawa, Canada, Apr. 2008.

AUSCANZUKUS Naval C4 JWID Adhoc Working Group “Multi-National N&viaask
Group (MNTG) Final Report”, JWID99-R, Sep. 1999.

AUSCANZUKUS “Maritime Tactical Wide Area Networking (MYAN)”, ACP 200
(Unclassified), Washington, DC, Jul. 2003.

M. Jorgenson, C. Reichelt, and T. Johnson, “Operation of the DynamiATRMnet
Relay System with HF Bearers”, MILCOM 2005, Atlantic City, NJ, USA, Ceb=x2

P. Holliday, “Techniques for Efficient Network Layer FailoveMaritime Tactical Wide
Area Networks (MTWAN)”, MILCOM 2005, Atlantic City, NJ, USA, Oct. 2005.

LCdr Sibbald, “MARPAC PacketShaper Trial Hot Wash-Up”, RIBACHQ N60
Presentation, Nov. 2004.

Maritime Command Operational Information Network (MCOIN) web, ddst accessed
Jun. 5, 2008http://halifax.mda.ca/projects/mcoinpage.asp

R. Sanchez, J. Evans, G. Minden “Networking on the Battlefieldietggs in Highly
Dynamic Multi-Hop Wireless Networks”, MILCOM 1999, Atlantic City, NJ, NSvol. 2,
Oct-Nov 1999, pp. 751-755.

M Ulema, J.M. Nogueira, and B. Kozbe, “Management of Wireless Ad bediks and
Wireless Sensor Networks”, Journal of Network and Systems Managemiei# wno.3,
Sep. 2006.

R. Goode, P Guivarch, and M Stell, “Quality of Service in and IP Cryptii®zet
Network”, MILCOM 2002, Anaheim, CA, USA, Oct. 2002.

J. C. Strassner, “Policy-Based Network Management: Solutioried Next Generation”,
Morgan Kaufmann Publishers, ISBN: 1-55860-859-1, Elsevier, 2004.




[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

(32]
(33]

(34]

[35]

[36]

[37]

[38]

190

H. Zhieng and M. Greis, “Ongoing Research on QoS Policy Control Scliekebile
Networks”, Kluwer Press, Mobile Networks and Applications, vol. 9, p235-241, 2004.

DMTF Policy Working Group charter, last accessed Jul. 11, 2006,
http://www.dmtf.org/about/committees/slaWGCharter.pdf

B. Moore et al, “Policy Core Information Model (PCIM) -- Version E&8fication”, IETF
RFC 3060, Feb. 2001.

IETF Policy Framework Working Group web site, last accessedb,Ja008,
http://www.ietf.org/html.charters/OLD/policy-charter.html

A. Westerinen et al., “Terminology for Policy-Based ManagemenTFIRFC 3198, Nov.
2001.

D. Durham et al., “The COPS (Common Open Palicy Service) ProtoEdIF, RFC 2748,
Jan. 2000.

K. Chan et al., “COPS Usage for Policy Provisioning (COPS-RRTT RFC 3084, Mar.
2001.

B. Moore, “Policy Core Information Model (PCIM) Extensions", IETF R¥B0, Jan.
2003.

Y. Snir et al., “Policy Quality of Service (QoS) Information Mod#ETF RFC 3644, Nov.
2003.

R. Neisse et al, “Unraveling the Web Services Web: and introeduictiSOAP, WSDL and
UDDI”, IEEE Internet Computing, vol. 4, no. 2, pp. 86-93, Mar-Apr. 2002.

T. Sterkel, “Interoperability on the Pointy End of the GIG: Web Sesvior Tactical
Battlespace Netops”, MILCOM 2005, Atlantic City, USA, Oct. 2005.

M. Chamoun, R. Kilany and A. Serhrouchni, “A Semantic Active Policy-Base
Management Architecture”, IP Operations and Management, Beijing, @ina2004.

T. Fioreze et al. “Comparing Web Services with SNMP in a Memagt by Delegation
Environment”, Symposium on Integrated Network Management, Nice, France, May 2005.

G. Ebbut, “QinetiQ tests Maritime Tactical Merk”, Jane’s Defence Weekly Magazine, vol. 41,

no. 28, July 14, 2004, pp. 29

M. Kazantzidis, “Mobile RF IP Network Optimimy Accelerator”, web document last accessed Sep.
12, 2008 www.virtualacquisitionshowcase.com/docs/2008/Broadirief.pdf

T. Henderson, “Integrated Autonomous Netwistdnagement (IANM) Multi-Topology Route
Manager and Analyzer”, Office of Naval Research )froject NO0014-05-C-0012 Final Report,
Feb 2008, available at
http://stinet.dtic.mil/cqi-bin/GetTRDoc?AD=ADA4768&Location=U2&doc=GetTRDoc.pdf

D. Awduche et al., “Requirements for Traffic Engineering Over BIRIETF RFC 2702,
Sep. 1999.

E. Rosen, A.Viswanathan, and R. Callon, “Multiprotocol Label Switchitehifecture”,
IETF RFC 3031, Jan. 2001.

R. Braden et al., “Resource ReSerVation Protocol (RS\WArsion 1 Functional
Specification”, IETF RFC 2205, Sep. 1997.

D. Awduche et al., “RSVP-TE: Extensions to RSVP for LSP Tunnels”, REE 3209,
Dec. 2001.




[39]

[40]

[41]

[42]

[43]

[44]

[45]

[46]

[47]

[48]

[49]

[50]

[51]

[52]

[53]
[54]

[55]

[56]

[57]

191

D. Katz, K. Kompella, and D. Yeung, “Traffic Engineering (TE) Extentton®SPF",
IETF RFC 3630, Sep. 2003.

D. Barsaleau and M. Tummala, “Testing of DiffServ Performaves a U.S. Navy
Satellite Communication Network”, MILCOM 2004, Monterey, CA, Oct-Nov. 2004.

M. Welzl, L. Franzens, and M. Muelhaeuser, “Scalability and QualiService: A Trade-
Off?”, IEEE Communications Magazine, Jun. 2003, pp. 32-36.

Y. Dong, D. Makrakis and T. Sullivan, “Effective Admission Control laltihop Mobile
Ad Hoc Networks”, ICCT 2003, Beijing, China, Apr. 2003

S-B. Lee, G-S. Ahn, and A. Campbell, “Improving UDP and TCP Performardelite
Ad Hoc Networks with INSIGNIA”, IEEE Communications Magazine, Jun. 2001, pp. 156-
165.

G-S. Anh et al. “Supporting Service Differentiation for Reah&iand Best Effort Traffic
in Stateless Wireless Ad Hoc Networks (SWAN)”, IEEE Transactionilobile
Computing, vol. 1, no. 3, Jul-Sep. 2002.

H. Xiao et al. “A Flexible Quality of Service Model for Mobile Ad Hdetworks” VTC
2000, Tokyo Japan, vol 1, May 2000, pp. 445-449.

Y. Guo, F, Kuipers and P. Mieghem, “Link-Disjoint Paths for Reli&gs Routing”,
International Journal of Communication Systems 2003, vol. 16, pp. 779-798.

G. Alandjani and E. Johnson, “Fuzzy Routing in Ad Hoc Networks”, IEEE Caorderen
Performance Computing and Communications, Apr. 2003.

S. Chen and K. Nahrstedt, “Distributed Quality of Service Routinglifddc Networks”,
IEEE Journal on Sleected Areas oin Communications, vol.17, no.8, Aug. 1999, pp. 1488-
1505.

R. Badonnel, R. State, and O. Festor, “Management of Mobile Ad Hoc Network
Information and Probe-based Architecture”, International Journal efddetManagement
2005, vol. 15, pp 335-347.

J. Conover, “Policy-Based Network Management”, Network Computiag, N99.
available atttp://www.networkcomputing.com/1024/1024f1.html

CiscoWorks QoS Policy Manager web site, last accessed Jun85, 200
http://www.cisco.com/en/US/products/sw/cscowork/ps2064/index.html

N. Dulay, E. Lupu, M Sloman, N. Damianou, “A Policy Deployment Model for the Ponder
Language”, IM'2001, Seattle, May 2001.

Ponder2 web site, last accessed Jun. 5, 208//ponder2.net/
K. Phanse, L. DeSilva, “Protocol Support for Policy-Based Manageaf Mobile Ad-
Hoc Networks”, Proc. NOMS 2004, Seoul, Korea, Apr. 2004.

L. DaSilva et al, “Network Mobility and Protocol InteroperabilityAd Hoc Networks”,
IEEE Communications Magazine, vol. 42, no. 11, Nov. 2004, p88-96.

R. Chadha et al, “Policy Based Mobile Ad Hoc Network Management”, P@idC
2004, Jun. 2004.

R. Chadha et al. “Scalable Policy Management for Ad hoc Networks?, FILCOM
2005, Atlantic City, NJ, Oct. 2005.




192

[58] R. Neisse et al, “Unraveling the Web Services Web: and introtuctiSOAP, WSDL and
UDDI”, IEEE Internet Computing, vol. 4, no. 2, pp. 86-93, Mar-Apr. 2002.

[59] R. Chadha, “A Cautionary Note About Policy Conflict Resolution”, MILCOM 2006,
Washington, D.C., USA, Oct. 2006.

[60] T.R. Andel and A. Yasinsac, “On the Credibility of MANET SimulatiQiEEE
Computer Magazine, vol. 39, no. 7, Jul. 2006, pp. 48-54

[61] S. Kurkowski, T. Camp, and M. Colagrosso, “MANET Simulation Studiee: T
Incredibles,” SIGMobile Mobile Comm. Rev., vol. 9, no. 4, 2005, pp. 50-61.

[62] L. Felipe-Perrone, D.M. Nicol, and Y. Yuan, “Modeling and Simulation Besttiees for
Wireless Ad Hoc Networks”, Winter Simulation Conference 2003, New Orl&tss,
Dec. 2003.

[63] M. Sanchez and P. Manzoni “ANEJOS: A Java-based sionulat ad-hoc networks”,
Future Generation Computer Systems Magazine, vol. 17, no. 5, Mar. 2001, pp. 573 - 583.

[64] Office of Naval Research, “Consolidated Satellite Communicsitkpertures”, ONR
Broad Agency Announcement ONR 07-018, available at
http://www.onr.navy.mil/02/baa/docs/baa 07 _018.pdf

[65] D. Kidston, “A Policy-Based Resource Reservation Servic#laitime Tactical
Networks”, CRC Report CRC-RP-2006-03, Dec. 2006.

[66] E.W. Dijkstra, “A note on two problems in connexion with graphs” In: Nuroleeis
Mathematik. vol. 1, 1959, pgs 269-271.

[67] G-S. Ahn, A. T. Cambell, S-B Lee, X. Zhang, “INSIGNIA”, IETF internedftl(expired)
draft-ietf-manet-insignia-01, Oct. 1999.

[68] M.Hartley, “Bell irks ISPs with new throttling policy”, Globad Mail Newspaper, March
25, 2008 available at
http://www.theglobeandmail.com/servlet/story/RTGAM.20080325.wgtint2GABNStory/
Technology/home

[69] B. Doshi et al. “Cooperative Service Level Agreement”, MILCQD06, Washington
D.C., Oct. 2006.

[70] Y. Morgan and T. Kunz, “A Proposal for an Ad-hoc Network QoS Gateway|dli
2005, Montreal, Canada, Aug. 2005, pp. 221-228.

[71] ITU-T, "M.3400 TMN management functions", 1997.

[72] H. Mungla and F. Krief, “Conflict Detection and Resolution in QoS P@ayed
Management”, PIMRC 2005, Berlin, Germany, Sep. 2005.

[73] J. Moffett and M Sloman, “Policy Hierarchies for Distributggt®ms Management”, IEEE
JSAC Special Issues on Network Management, vol. 11, no. 9, Dec. 1993.

[74] ILOG JRules Web Site, last accessed Jul. 11, 2006, http://wwwadtafpooducts/jrules/

[75] Altova XMLSpy Web Site, last accessed Aug. 20, 2008.
http://www.altova.com/products/xmispy/xml_editor.html

[76] K. Nichols et al. “Definition of the Differentiated Services Hi@DS Field) in the IPv4 and
IPv6 Headers”, RFC 2474, Dec. 1998.



