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Abstract 

 

Wireless Ad Hoc technology, which has received a rapidly increasing amount of attention 

over the last few years, provides a viable means of ubiquitous, untethered communication 

that could radically alter the way we work, learn, consume, and entertain. The routing 

protocols aim to set up connections and reestablish connections under a frequently 

changing topology. Current routing protocols generally search for the shortest path 

between sender and receiver, which usually results in fast response for route setup and a 

small number of hops. However, the shortest path algorithm has a high probability that 

traffic concentrates in the middle area of the network so that the system utilization is poor. 

Realizing the reality that the available system resources such as bandwidth in wireless Ad 

Hoc networks are limited and precious, research efforts have been undertaken to improve 

efficiency of resource utilization by means of traffic balancing. Because not all 

interferences are considered, these solutions fall short in collecting comprehensive traffic 

load information. Furthermore, some solutions generate a large amount of extra control 

packets that consume the available bandwidth. 

 

The research in this thesis focuses on exploring the unused and wasted system capacity of 

wireless Ad Hoc networks, by providing comprehensive and accurate traffic load 

information to the routing protocols with minimum complexity. Proposed Traffic 

Balancing, a routing algorithm revised on the basis of reactive routing protocols, routes 

traffic load from congested areas to idle or lightly-loaded areas, such that network 

resources are allocated more efficiently. Knowing the number of observed collisions and 

past medium usage, every relay node provides the traffic load information into the route 

request in a simple way. After receiving route replies, a sender can choose the path with 

the least number of busy relay nodes. The simulation results illustrate that the Traffic 

Balancing approach is capable of decreasing the packet loss rate and average delay 

dramatically when some areas of the network start experiencing congestion with 
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traditional on-demand routing protocols. Under certain scenarios, the improvement in 

system performance could exceed 50%. Furthermore, Traffic Balancing provides a 

solution to the problem of uneven traffic load that occurs at the access points of wireless 

mesh networks. The improvement is noticeable from the results of the simulation carried 

out on wireless mesh networks, even when the overall traffic load is light. 

 

In this thesis, system capacity is first defined and investigated based on the interference 

range of a transmitting node and the size of network. The results show that the system 

utilization is far below the estimated capacity in the case where nodes are in movement. 

The major reason for the deficiency in system utilization is that movement and heavy 

traffic load cause collisions in congested areas, and the resulting long backoff periods 

after collisions waste a large amount of bandwidth. 

 

It is also worth noting that traffic load tends to cluster, due to the routing and MAC 

protocols. Traffic Balancing is designed to provide accurate information about the traffic 

state along the paths, and to choose the path that has the least number of busy 

intermediate nodes. Numerical results indicate that the system performance is improved 

significantly when traffic load is deviated away from busy areas. With slight 

modifications, Adaptive Traffic Balancing is developed to change the verification rule of 

the traffic state at each node dynamically, according to the number of collisions detected 

by the node. 

 

Furthermore, we investigate the problems that exist in wireless mesh networks, which 

have many similarities to wireless Ad Hoc networks. One severe problem is that 

performance is degraded by an uneven traffic load at the access points, whenever there is 

more than one access point in the network. After deploying Traffic Balancing, 

performance is improved and the system resources are used more efficiently. 
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Chapter 1. Introduction 
 

The idea of forming an on-the-fly Ad Hoc network of mobile nodes dates back to the 

days of the DARPA packet radio network. More recently, interest in this subject area has 

grown due to the availability of license-free, wireless communication devices with which 

users of laptop computers or PDAs can communicate with each other. Interest within the 

Internet Engineering Task Force (IETF) is also growing, as evidenced by the formation of 

a working group (MANET: Mobile Ad Hoc Network), whose charter is to develop a 

solution framework for routing in Ad Hoc networks and standardize routing protocols for 

MANETs. 

 

The motivation of mobile Ad Hoc networks is to support a robust and efficient operation 

in wireless networks by incorporating routing functionality into mobile nodes. Each node 

in the network not only acts as a sender/receiver, but also as a router, forwarding data for 

other nodes. Thus, a wireless Ad Hoc network is one of the best candidates in the case 

where a fixed communication infrastructure, wired or wireless, does not exist or has been 

destroyed. For example, when Hurricane Katrina devastated many communication 

facilities, only 35 of over 200 cellular base stations set up by Sprint Nextel were 

functional in the New Orleans area. It took weeks to restore the whole system, when 

wireless Ad Hoc networks could have been used to support necessary communications. 

The implementation of mobile Ad Hoc networks has raised a lot of research interest. 

 

However, the implementation of wireless Ad Hoc networks faces some challenges with 

respect to the mobility of nodes and the adverse wireless environment. First of all, the 

routing protocols need to react fast to the topology changes to ensure seamless 

communication. The MAC (Medium Access Control) protocol has to solve wireless-

related problems such as hidden nodes. Since the capacity of a wireless system is 
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precious and limited, efficiency is the crucial issue in system design. The tradeoff 

between the overhead caused by control information and the reaction to topology changes 

is worth analyzing. In addition, the system capacity may not be explored fully due to the 

routing and medium access protocols. The objective of this thesis is to provide a solution, 

called Traffic Balancing, that is based on an on-demand routing protocol, which collects 

traffic load information from the physical layer and selects paths according to this 

information, so as to explore system capacity or utilize it more efficiently. Therefore, the 

system performance can be improved considerably in certain aspects. 

 

 

Figure 1.1 An Example of a Wireless Ad Hoc Network 
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This chapter includes background information about wireless Ad Hoc networks, with 

respect to their applications, structures and characteristics. Some conventional routing 

algorithms are also introduced briefly. Finally, some problems caused by the routing and 

MAC protocols are addressed, along with the contributions of this thesis. 

 

1.1 Wireless Ad Hoc Network 

A wireless Ad Hoc network is defined as a collection of mobile platforms or nodes, in 

which each node is free to move around arbitrarily without losing its connection to the 

rest of the world (as shown in Figure 1.1). Supporting this form of host mobility (or 

nomadicity) requires address management, enhancements of protocol interoperability and 

so on. The goal of mobile Ad Hoc networking is to extend mobility into the realm of 

autonomous, mobile, wireless domains, where a set of nodes—which may be combined 

routers and hosts—form the network routing infrastructure in an Ad Hoc fashion [CM99]. 

 

System Characteristics Requirements for Routing Protocol 

Dynamic Topologies • Distributed operation 

• Fast response to link failure 

• Loop freedom 

Bandwidth Constrained, Variable Capacity 

Links 

• QoS requirements awareness 

• Load fairness 

• Unidirectional link support  

Energy Constrained Operation • Load Fairness 

• Unidirectional link support 

Limited Physical Security • Security provision 

 
Table 1.1 Wireless Ad Hoc Network System Characteristics vs. Requirements for Routing 

Protocols 
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MANET RFC2501 [CM99] describes the system characteristics and presents some 

requirements for the routing protocols. The relationship between the system 

characteristics and the requirements for the routing protocols is listed in Table 1.1. A 

more detailed description is given later, to emphasize the importance of designing proper 

routing protocols. 

 

Unlike wired systems, MANETs experience severe impairments due to the wireless 

environment and mobility. The collected information may not lead to a correct 

conclusion for the upper layers, if no modifications are made. Therefore, to operate 

properly, the different layers need to provide each other with more precise information 

and coordinate with each other. 

 

1.2 Applications 

Dynamic Ad Hoc networking technology has current and future needs. The emerging 

field of mobile and nomadic computing, with its current emphasis on mobile IP operation, 

should gradually broaden and require highly-adaptive mobile networking technology to 

effectively manage multi-hop Ad Hoc network clusters that can operate autonomously or, 

more likely, be attached at some points to the fixed Internet. 

 

Some usages of the wireless Ad Hoc network include military, emergency, and 

commerce applications that involve data exchange in local groups. Using an Ad Hoc 

network to relay information provides robustness to the loss or movement of nodes. In 

emergencies, such as earthquakes or avalanches, rescue or emergency personnel have to 

send information about the environment and victims out through relays when the fixed 

infrastructure is destroyed or not available.  
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Business people can also use wireless Ad Hoc networks for meetings and other events, 

anywhere and at any time, without worrying about whether they will be able to find an 

infrastructure to exchange information. 

 

With the development of the 4G wireless network, the idea of the wireless Ad Hoc 

network can be adopted to extend the coverage or improve the service quality of cellular 

networks. Wireless Ad Hoc networks can also be seen as an extension of wireless LANs 

(WLANs) to support more users and to cover a larger area in home networks.  

 

1.3 Protocol Stack 

As shown in Figure 1.2, the basic structure of a wireless Ad Hoc network is similar to the 

ordinary wireless system, but the functionality of each layer is different, in order to 

support the unique characteristics of wireless Ad Hoc networks. 

 

The functionality of the physical layer includes modulation, demodulation, equalization, 

coding, and decoding. Each node continuously senses the medium usage in order to 

extract the packets for itself, and to provide information for the upper layer protocols. 

Due to the mobility of the nodes, a transmission may be interrupted when the received 

power is below a required level. The physical layer needs to forward this information on 

to the upper layer functions for necessary actions, such as retransmission, or sending new 

routing requests. Depending on the local environment and the node mobility, the physical 

layer may have to have the ability to combat fast-fading and shadowing to make the 

system more stable. 
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The data link layer consists of the MAC sublayer and the Logical Link Control sublayer. 

The IEEE 802.11 MAC protocol is the most popular choice for wireless LANs, and may 

also be considered for wireless Ad Hoc networks in order to avoid collisions caused by 

simultaneous transmission in a certain range. It uses the carrier sense multiple access 

protocol with the collision avoidance (CSMA/CA) medium-sharing mechanism to avoid 

hidden station problems. The Logical Link Control sublayer provides the function to 

transfer the data packet from and to the upper layer protocols. The data link layer also 

provides flow control and error control, if required. There is a possible sublayer in the 

Data Link Layer, below the MAC sublayer; this is called the Channel Access Control 

(CAC) sublayer. The function of this sublayer is to deal with the channel access signaling 

and protocol operations required to support packet priorities. 

Physical Layer

Data Link Layer

IP Layer

TCP/UDP Layer

Logical Link Control

Medium Access Control

Channel Access Control

 
Figure 1.2 The Architecture of a Wireless Ad Hoc Network 

 

The IP layer (also called the network layer in other models) is responsible for routing and 

some other functions related to resource allocation, traffic shaping, and so on. Depending 

on the application, the routing decision can be based on IP addresses or other machine 
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identifiers. The frequent topology changes in wireless Ad Hoc networks require the 

routing protocols to react fast to link failure, with low control information overhead. In 

general, the routing protocol at the IP layer has a major impact on wireless Ad Hoc 

networks. Implementing an efficient routing algorithm at the IP layer is critical. 

 

The TCP/UDP layer sets up the connections for particular applications with necessary 

parameters, such as transmission rate and so on. As mobility and wireless links can cause 

frequent transmission errors and long delay, which do not happen on wired networks, 

more care is needed to control the transmission based on the information collected from 

the lower layers. 

 

1.4 Routing Protocols 

The routing protocol is the major component of the IP layer that attracts a lot of research 

attention. The protocol takes care of finding a suitable path for each data packet. Unlike 

in wired systems, a wireless Ad Hoc network tends to experience many more topology 

changes and link failures, which creates challenges for the routing protocols. 

  

First, the status of each route should be updated frequently so that the protocol can react 

to the frequent topology changes. However, frequent information updating will generate a 

large amount of control traffic, which may reduce system efficiency. Second, some 

applications have delay and jitter requirements that cannot tolerate long connection 

interruptions. Each node should receive every kind of transmitted packet (even if the 

packet is not destined to it) to extract new information at all times and send information 

about any connection changes in the control packets. The key characteristic of routing 

protocols in wireless Ad Hoc networks is to make transmission smooth and determine the 

tradeoff between control information overhead and system efficiency. 
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Since this proposal also looks at the optimal usage of the limited capacity of wireless Ad 

Hoc networks by enhancing the routing protocols, it is important to discuss the proposed 

routing protocols and their characteristics. There are different ways of classifying the 

routing protocols, depending on their properties. Here we simply divide the proposed Ad 

Hoc routing protocols into two major groups: reactive and proactive. 

 

Reactive (on-demand): In this category a node finds a route only if it has a packet to be 

sent out. It also learns about the other paths when it forwards the packets of other nodes 

and maintains these paths for a certain period. One of the most popular on-demand 

routing protocols is the DSR (Dynamic Source Routing) protocol [BJM99]. 

Proactive: Proactive routing protocols construct the routing table in each node by vector 

or full path before any data transmission takes place. They update the routing table 

automatically and periodically. The OLSR (Optimized Link State Routing) protocol is a 

typical proactive routing protocol [CJ03]. 

 

A more detailed classification of routing protocols in wireless Ad Hoc networks can be 

found in [I01] and [M00]. The following table (Table 1.2) lists the advantages and 

disadvantages of the above categories. A comparison of the pros and cons of these 

protocols shows that it is easier to implement on-demand routing protocols than proactive 

protocols. On-demand routing protocols always try to find the shortest and least weighted 

path if each link is associated with a weight. In addition, they consume less system 

capacity, increasing the chances of improving system utilization. Taking these advantages 

of the on-demand routing protocols into consideration, finding a better solution based on 

these protocols may be easy and straightforward. 
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 Advantages Disadvantages 

Reactive (On-

Demand) 

• Scale to large networks 

• Less control traffic when 

mobility is low 

• Short path can be found 

• Small cache for routing 

information 

• Long delay to find the route 

and recover from a bad link 

• Flooding the network with 

control packets 

Proactive • Fast route finding and 

recovering 

• Least weighted path can be 

found 

• Huge information cache 

• Large overhead in control 

information 

• Difficult to scale to large 

network 
 

Table 2.2 The Pros and Cons of Different Types of Routing Protocols. 

 

1.5 Problems and Contributions 

Although routing protocols offer the convenience of finding an effective path in this 

dynamic network promptly, they also have some disadvantages. First, in order to react to 

the frequent topology changes, routing protocols have to generate a large amount of 

control information to notify the nodes of these changes (by exchanging link information 

periodically or rediscovering the path through flooding). No matter what kind of routing 

protocol is adopted, the amount of bandwidth consumed by the control information is 

considerable and has a significant impact on the system performance. With the 

formulation of system utilization and throughput described in Chapter 3, it is obvious that 

decreasing the control information bandwidth consumption, especially when the network 

is saturated, will improve system performance. 
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Second, existing routing protocols typically search for the shortest path, and this 

frequently leads to congestion in the central area of a network, while other areas are far 

from saturated. This results in a degradation of system performance (uneven traffic load).  

 

Third, when the MAC layer protocol is employed to solve problems in wireless networks, 

such as discovering hidden nodes, some other side effects arise. Traffic through a 

particular area tends to use the same node as the relay node. Once a link failure occurs at 

this relay node, all connections passing through this node suffer. Under a heavy traffic 

load, collisions may cause several nodes to be backed up for an extremely long time, 

which wastes bandwidth. In the following chapters, these problems are addressed in more 

detail. 

 

As traffic tends to be concentrated in the middle of a network, due to the algorithm of 

traditional routing protocols, which use the shortest path as the default path, system 

utilization is far below the network capacity, which results in an unacceptable 

performance overall. Thus, research is underway to balance the traffic load evenly. The 

system resources at the edge of the network, which are only lightly used, could be used 

more efficiently. Meanwhile, less congestion in the middle leads to a smaller number of 

collisions and a lower number of backoff periods or shorter backoff periods at the MAC 

layer. The efficiency in the middle area of the network then also increases, thereby 

improving system performance. In order to distribute traffic effectively, more system 

information is required to help routing protocols select the appropriate paths. Except for 

the number of hops, the traffic load state along the path is also very important for 

assisting routing protocols to weigh each path. In Chapter 2, several existing traffic 

distribution solutions are discussed, and in Chapter 6, several are compared to our 

approach. 
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In Chapter 3, a simple method is proposed to estimate the system capacity, and 

simulation results indicate that poor system utilization results in poor overall system 

throughput. One of the major contributions in this thesis is the proposal of a solution 

based on the concept of traffic distribution, so that better system performance is achieved 

by distributing traffic load to idle or lightly-loaded areas of the network, based on the 

traffic load state of the network. With respect to a node, the local area traffic load state 

consists of three parts: 1) the packet transmissions of the node itself; 2) the packet 

transmissions of the neighboring nodes, which the node can reach through direct radio 

links; and 3) the interference from the packet transmissions of all the other nodes in the 

network. In this case, the traffic load information may need to be collected from the 

queue at the IP layer, the neighbor nodes’ activity at the data link layer, and the medium 

state at the physical layer. Unlike other proposed load-balancing approaches (discussed in 

Chapter 2), which collect traffic load information at the IP layer and the data link layer, 

our solution determines traffic information by measuring the power level of the medium 

at the physical layer. It therefore avoids extra hello messages and collects information in 

the area instead of at particular nodes. With a better understanding of the traffic load state 

of the network, our proposal explores the unused system resources ignored by reactive 

routing protocols to increase utilization. The throughput may then be increased 

proportionally.  

 

Furthermore, a MESH network is implemented, and it is shown that Traffic Balancing 

can significantly improve system performance if there is more than one access point. 

Through Traffic Balancing, all traffic to the outside network will be distributed more 

evenly to each access point. 

 

Our contributions per chapter are as follows: 
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• In Chapter 3, a simple method is defined to calculate system capacity, based on 

network size and interference range of a transmitting node. Thus, this computed 

system capacity can be used as a rough upper boundary to determine how network 

resources are used under different routing protocols. 

• Based on the problem analysis from the aspect of MAC and routing protocols in 

Chapter 4, in Chapter 5 we propose a routing method called Traffic Balancing to 

deviate newly generated traffic or rerout traffic away from congested areas. This 

enables the unused resources at the edge of the network to be used. In addition, the 

number of collisions in the busy area is decreased due to the lower traffic load. Fewer 

collisions means fewer backoff periods, which can waste a lot of network resources. 

The bandwidth utilization at both the middle and the edge of the network is then 

increased, and the overall performance is improved. Furthermore, we find that Traffic 

Balancing can change one of its parameters dynamically, so that Traffic Balancing 

further improves system performance with respect to node mobility. 

• Chapter 6 analyzes the characteristics of wireless Ad Hoc networks and further 

explains where and under what conditions Traffic Balancing can improve system 

performance. This proposal is also compared to other proposals, which focus on how 

to balance the traffic load. The analysis emphasizes that in wireless data 

communication, more cross-layer cooperation is required to give a more precise 

illustration of network states in order to improve the efficiency of network utilization. 

• In Chapter 7, some problems in MESH networks are presented and discussed. This 

chapter also illustrates how Traffic Balancing can benefit performance. 

• During the research, several conference papers were published:  

 “Traffic Balancing in Wireless Ad Hoc Networks: Extending System Capacity 

and Improving System Performance” [TFK02] presents the first version of the 

proposed Traffic Balancing;  
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 “Implementing Traffic Balancing for Exploring System Capacity in Wireless 

Ad Hoc Networks” [TKF04] presents the second version of Traffic Balancing;  

 “Adaptive Traffic Balancing in Wireless Ad Hoc Networks” [TKF05a] 

presents Adaptive Traffic Balancing.  

 “Throughput Maximizing Routing in a MANET: Protocols and Analysis” 

[TKF05b] presents a linear programming solution for estimating capacity and 

the results of Traffic Balancing in this regard.  

 “Traffic Balancing in Wireless MESH Networks” [TKF05c] discusses the 

ways in which Traffic Balancing solves the uneven traffic loads that occur in 

wireless mesh networks. 

 

1.6 Summary 

In wireless Ad Hoc networks, each node can be a sender, receiver or router. As nodes 

may be mobile, the network topology can change frequently, requiring routing protocols 

to react fast and to handle traffic fairly. Wireless Ad Hoc networks are well suited to 

emergency scenarios, temporary business cases, or extensions of fixed infrastructure 

wireless networks. Its protocol stack follows the traditional TCP/IP four-layer stack, with 

three sublayers in the Data Link layer to deal with logic control, medium access, and 

channel access. There are two types of routing protocols in wireless Ad Hoc networks: 

proactive and reactive. Due to the nature of routing protocols and MAC layer protocols, 

system efficiency is very low. In this thesis, a solution based on the reactive routing 

protocol (Traffic Balancing) is proposed to explore unused system capacity. This solution 

selects the path based on traffic load information collected from the physical layer. 
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Chapter 2. Related Work 

 

The maximum throughput of a wireless Ad Hoc network depends on the network 

topology and the traffic pattern. How to reach maximum throughput depends partly on 

the path selection of the routing protocols. Traditional routing protocols select paths 

based on the metrics of number of hops, end-to-end delay, jitter at each hop, and so on. In 

a wireless Ad Hoc network, the selection of paths according to the number of hops or 

end-to-end delay may result in the shortest path between two connection peers being 

chosen. The shortest path usually has the lowest number of hops between sender and 

receiver. The end-to-end delay for routing packets, which have high priority and are 

always inserted into the head of the outgoing queue, tends to be shortest due to shorter 

transmission time and processing time (because of the smaller number of hops) by 

traveling through the shortest path. Geometrically, the shortest path tends to go through 

the middle of the network and so causes more congestion in this central region. 

Congestion results in more collisions in the middle, so that more bandwidth is wasted 

during the backoff periods. 

 

Traffic distribution seeks to move some traffic from the middle to the edge of the 

network to increase utilization at the edge and relieve congestion in the middle. 

Connections moved to the edge may have a greater number of hops and use the 

bandwidth that is provided by the improved utilization at the edge. However, the 

decreased traffic load in the middle reduces the chance of congestion, and bandwidth is 

used more efficiently so that the overall performance is still improved. 

 

This chapter introduces the basic methods of traffic distribution, after which the aspects 

that affect the traffic load state in wireless networks are discussed. Several proposed 
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traffic distribution solutions for wireless Ad Hoc networks are listed, and some of the 

disadvantages are included and discussed. 

 

2.1 Traffic Distribution 

In wired networks, path selection may depend on the weight of each path. The weight can 

be assigned by the performance metric per path, or be added by the performance metric 

per hop. In the latter case, if the performance metric is based on the traffic load at each 

relay node, the weight of each path represents the traffic load along the path. The routing 

protocol can then select the path with the lowest traffic load, so that newly incoming 

traffic is added to the path with the lightest load and traffic distribution takes place. 

 

There is a tradeoff between information accuracy and implementation complexity with 

regard to how to use weights to reflect the traffic load of each intermediate node. The 

more information is included in the route request, the better the route selection will be. 

However, more information requires more overhead and more computation in route 

discovery. 

 

The simple solution [S94] for realizing traffic distribution in wired networks is based on 

calculating the weight of each link, according to the queue length, processing time, 

transmission rate, and so on. By adding the weight of each link together, the weight of 

each path is ascertained. Choosing the path with the lowest weight can then distribute 

traffic more evenly in the network. For example, if the traffic load of each link is 

calculated as shown in Figure 2.1, the best path from node 1 to node 6 is 1-4-5-6, which 

has the lowest cumulative weight of 6.  Although the shortest path is 1-3-6 (with a weight 

of 13), the traffic load in this path is extremely high, and adding more traffic to it may 
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overload node 3 and cause packets to be dropped (due to a full queue) or experience long 

delays. By using path 1-4-5-6, the traffic load in the network is more even. 
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Figure 2.1 Example of Traffic Distribution in a Wired Network. 

 

However, simply adding up the weights of each link may sometimes not provide enough 

information to select an optimal path. If one link in the path has extremely high traffic 

load and the weight of the path is smallest, selecting this path may still have poor 

performance. In this case, if route discovery could record the weight of each link 

separately instead of adding it to one record, this would allow for better choices to be 

made. On the other hand, if the number of links is large, the overhead brought by the 

records could also be large. Thus, implementing traffic distribution requires more 

consideration of traffic pattern and network topology to maximize its improvement. 

 

In wireless networks, all users share the medium, and MAC layer protocols are required 

to solve the access competition among nodes in an area. It is well known that the 
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performance (throughput) of some MAC layer protocols, especially random access 

protocols, is optimal for a certain traffic load [T96]. Beyond this load, performance 

decreases dramatically. Traffic distribution aims to move traffic from the areas that are 

above the optimal load to less loaded areas, so that all areas achieve better performance, 

as shown in Figure 2.2. Without traffic distribution, some areas in a network are under 

heavy load; the system throughput in these areas is indicated by the solid line in 

throughput vs. the traffic load picture (the “busy area” in Figure 2.2), which is above the 

optimal point. Meanwhile, some other areas have a light load, and the system throughput 

is below optimal (the “idle area” in Figure 2.2). If some traffic can be moved from the 

busy area to the idle area, both throughput points of the busy and idle areas tend to be 

close to the optimal point (shown by the direction of the arrow). Thus, with the same 

traffic load, higher throughput can be achieved. 
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Figure 2.2 A Conceptual Illustration of Traffic Distribution. 

 

Node mobility in wireless Ad Hoc networks may cause a large number of collisions in 

busy areas and dramatically degrade system performance. This phenomenon has a 

throughput curve similar to that shown in Figure 2.2, so that it is necessary to distribute 

the traffic load evenly in wireless Ad Hoc networks in order to maximize the throughput. 

Each link in a path can be assigned a weight depending on the traffic load in the area, and 



 18

the path with the lowest weight will be selected in order to realize traffic distribution. The 

throughput improvement by traffic distribution relates to how the traffic load at each 

node should be calculated, and how a weight should be assigned according to the traffic 

load. In the next section, the traffic load of wireless Ad Hoc networks is analyzed in 

detail. 

 

Although distributing traffic evenly throughout the network may increase the number of 

hops for certain connections, if the gain from unused resources is higher than the waste in 

the longer paths, it is still a good choice. In addition, as Traffic Balancing reduces 

congestion, the chance of collision becomes lower and the bandwidth wasted by backoff 

time is saved for data transmission. 

 

2.2 Traffic Load of Wireless Ad Hoc Networks 

The traffic load of each intermediate node or link in wireless Ad Hoc networks is more 

complicated than in wired networks and relates not only to the traffic going through the 

node itself, but also the transmission all over the network. For any node in a wireless 

network, a packet can be received correctly if the signal to noise and interference ratio—

SINR—is above a certain level k’ , as presented in the following inequality: 

k'
PP

P

unintendednoise

intended ≥
+

 

where Pintended is the received power of the intended packet, Pnoise is the noise power level 

and Punintended is the received power from all other transmissions in the network at the 

same time. Thus, when the sensed medium power level on a node is over a certain 

threshold (k dBm), the node believes that the medium is occupied by other nodes. Since 

Punintended is presumably not known, k would be 10log10Pnoise (where Pnoise is in milliwatts). 

If the node starts a transmission, other nodes, or the node itself, will detect a collision. 
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The sensed signal power consists of the white noise and the sum of the received signals 

from all the transmissions in the network (interference and intended signal). The node 

cannot sense the medium when it is transmitting. Thus, when the node is in transmission, 

the sensed signal power is treated as being definitely larger than the threshold and the 

medium is in a busy state or occupied. 

 

No matter how far apart the transmitting nodes are, their transmissions have an impact on 

the sensed power level of a node in the network. Thus, the sensed power level (Psense) for 

a node can be presented as: 

∑
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+=
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where n is the number of concurrent transmissions at one time and Pi is the received 

power from the ith transmission. Assume medium can only be sensed by a node when it is 

not transmitting, the Pi has to also include the transmission from the node itself. When 

Psense is over the threshold (k dBm), the node believes that the medium is occupied and it 

will not allow the medium to be accessed. The formulas indicate that in wireless Ad Hoc 

networks, traffic load is related to the activities of all the nodes. Transmissions that are 

multiple hops away from a node may also block the transmission of the node. 

 

Because whether the medium is idle or busy relates to all the transmissions in the 

network at any time, a node needs to know the queue size and the position of all nodes in 

the network in order to predict the traffic load around itself. Depending on the size of the 

network, the queue size information of some nodes may have to go through several hops 

to reach the node. It may take some time to disperse the information, which causes the 

information to become obsolete. In addition, carrying information about the queue size or 

other parameters (such as position of a node) brings overhead to the network, which 
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consumes the bandwidth for data transmission. Acquiring the accurate position of a node 

may require help from other devices installed in the node, such as a GPS. Even knowing 

the positions of all nodes in the network, the power level prediction is still only 

approximate due to the dynamics of the wireless link. Thus, the traffic load prediction 

may not be accurate enough to provide efficient information for the routing protocols. 

 

Furthermore, Psense could be used as a good indicator of the traffic load information of the 

area around the node because it covers all activities in the network in the past and can 

reflect the activities in near future; this is due to the strong correlation among traffic loads. 

Over a period of time, the percentage that Psense is over the threshold (k dBm) can indicate 

how busy the medium is. A weight can be figured out based on this percentage. 

Alternatively, this percentage could be combined with other information, such as the 

queue length of the node and neighbor nodes, to provide the weight of the link. The 

percentage will change with movement because signal level varies due to distance change, 

shadowing and fading. 

 

 

2.3 Proposed Solutions for Traffic Distribution in 
Wireless Ad Hoc Networks 

Recently, several load-balancing routing protocols have been proposed for wireless Ad 

Hoc networks, in order to combat unevenly distributed traffic loads and maximize system 

performance. Most of them are based on reactive routing protocols and evaluate the 

routes by weights, which depend on the traffic load information collected by each 

intermediate node. The load state information can be collected from the queue size of 

each node, the transmission quality of each radio link, or the number of connections held 

by each node. Based on the collected information, each hop in a route is assigned a 
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corresponding weight and the route with the lowest weight is selected as the default route 

for the connection. A brief description of these load-balancing methods follows: 

• DLAR (Dynamic Load-Aware Routing) in [LG01] evaluates the weight by 

looking at the queue length of each intermediate node. Three schemes are 

proposed: counting the queue length of all intermediate nodes, the average queue 

length over the path, or the number of intermediate nodes that have a heavy-

loaded queue. In the first scheme, the overall weight of each path is the sum of the 

queue length of each intermediate node. The overall weight of each path in 

scheme 2 equals the overall weight in scheme 1, divided by the number of 

intermediate nodes. In scheme 3, a threshold value τ is defined. When the queue 

length of an intermediate node exceeds τ, the node is defined as being in a state of 

congestion. The overall weight of the path is the number of the intermediate nodes 

in this congestion state. 

• LBAR (Load-Balanced Wireless Ad Hoc Routing) in [ZH01, HZ01] counts the 

number of connections in each intermediate node and its neighboring nodes as the 

weight. The weight of each intermediate node is the sum of the number of 

connections going through the node, and the number of connections going 

through the neighboring nodes. The overall weight of the path is the sum of the 

weights of each intermediate node. The connection information from the 

neighboring nodes can be piggybacked onto the data packets or collected from 

periodical hello messages broadcasted by the neighboring nodes. The hello 

messages also help the node to identify connectivity to neighboring nodes. When 

a link failure occurs, an error message is generated and propagated to the 

destination node. The destination node tries to find an alternative path to the 

upstream node of the broken link. If the alternative path is not available, the 

destination node sends an ACK message to the source node, and the source node 

uses the path of the ACK message. Otherwise, the destination node propagates an 

error message to the source node and the source node restarts route discovery. 
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• LSR (Load-Sensitive Routing) in [WH01] calculates two overall weights for each 

path: the total path load, which is the sum of the traffic load of each intermediate 

node, and the standard deviation of the traffic load along the path. The traffic load 

of each intermediate node includes the queue length of this node and the queue 

length from the neighboring nodes. Without using hello messages, LSR only 

allows the node to collect the traffic load information from those neighboring 

nodes that are currently transmitting packets to the node or receiving packets from 

the node. Two parameters α and β are used for route comparison. If the total path 

load of a path is α smaller than the other paths, this path is selected. Otherwise, 

among the paths with an absolute difference of the total path loads being less than 

α, the path with β-smaller standard deviation is selected. In other cases, when the 

absolute difference of the total path loads is less than α and the absolute 

difference of the standard deviation is less than β, LSR chooses the path randomly. 

LSR recalculates the path load information during the route reply, then chooses 

the path with updated information. During data transmission, path load 

information is calculated continuously and piggybacked into the data packets. 

When the path becomes much worse than its initial state, a new route discovery 

starts. 

• APR (Alternative Path Routing) in [PHST00] is based on strategies like deflection 

routing and shortest path first with emergency exit. The hybrid proactive and 

reactive Zone Routing Protocol (ZRP) is used to evaluate local network 

connectivity [PH99]. Each node keeps listening to the Hello messages from its 

neighbors to track link state information, and computes the weights in the form of 

route coupling: once it knows the local network topology, a node can figure out 

how many nodes will be blocked when it is transmitting. Then, for any path, the 

routing coupling equals the sum of the number of blocked nodes by each 

transmitting node in the path (including the source node), divided by the number 

of hops of the path. A path that minimizes the level of route coupling and the 

number of hops is selected. 
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• ETX (Expected Transmission Count metric) in [CABM03] predicts the number of 

data transmissions required to send a packet over a link, including retransmissions, 

and uses this number as the weight of the link. Then it selects the path with the 

lowest overall weight, which will go through the link with less interference. The 

prediction of the link state is based on the measurement of dedicated link probe 

packets in both directions. The primary goal of the ETX design is to find paths 

with high end-to-end throughput, despite losses. By checking dedicated link probe 

packets during the last w seconds, the delivery ratios df and dr are measured for 

forward and reverse directions. The weight of each link in ETX is then calculated 

as 1/(df×dr). The overall weight of each path is the sum of the weight of each link 

in the path. ETX measures both directions of a link, because it assumes that the 

nodes use the IEEE 802.11 MAC layer protocol, and the hand-shaking procedure 

in IEEE 802.11 MAC requires frame exchange in both directions. The designers 

of ETX believe that the delivery ratios affect throughput directly, so that ETX 

makes fine-grained selection among routes. Furthermore, they also think that ETX 

penalizes routes with more hops and tends to minimize spectrum use, which 

should maximize overall system capacity. 

• LWR (Load aWare Routing) in [YKG01] uses the channel utilization, the queue 

size, the number of neighbors, and the backoff timer to ascertain the load level of 

each intermediate node. An intermediate node drops the route request if it is under 

a heavy load. The heavy load state is reached when the channel utilization is “full-

heavy,” or all four values of the channel utilization, the queue length, the number 

of neighboring nodes and the duration of backoff period are large enough. The 

threshold for LWR to decide if the channel utilization reaches “full-heavy” is 

selected as the maximum performance experienced in the scenario at hand, and 

generally depends on the collision probability and the number of neighboring 

nodes. When some nodes occupy the channel longer than certain periods under a 

high load situation, the channel utilization is also assumed to be full-heavy. 
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Recently, some researchers have proposed that using multiple paths for connections can 

also realize load balancing in wireless Ad Hoc networks [JKW05]. The multiple paths 

solution was originally proposed for improving the reliability of connections in wireless 

Ad Hoc networks [YKT03]. By finding link or node disjoint paths, the reliability is 

increased, because the chance that all these paths are broken is small (no common link or 

node). In addition, having multiple paths may eliminate the extra routing packets for 

route rediscovery when a link breakage occurs. In [JKW05], the routing protocol tries to 

find multiple paths in which the middle nodes of the multiple paths are apart, at least over 

the interference range, which may be twice the transmission range (in Chapter 3, Section 

3.1.3, the interference range is described again). After multiple paths have been added, 

the throughput can be doubled or more, because the maximum throughput of one path is 

limited by a quarter of the direct radio link capacity when the number of hops exceeds 

three (more details are discussed in Chapter 3, Section 3.1.3). 

 

2.4 Deficiency of the Proposed Solutions 

In a wireless Ad Hoc network, a node competes for access to the medium with other 

nodes in the area and the usage of the medium relates to all activities in the network. As a 

result, the node’s own queue size information only reflects part of the load in the area. In 

addition, the interference may come from nodes beyond the transmission range of a node, 

so that information collected from the neighboring nodes also does not show the full 

traffic load of the area when it is combined with local queue size information. Some 

nodes in the busy areas may have an empty queue, and may have a small weight when 

just the queue length or number of connections is counted. The selected paths passing 

through these nodes may not drop packets because the queue is empty, but the medium in 

these areas might already be under a heavy load. The number of collisions is still high 

and retransmission cannot be avoided. Consequently, system performance will be poor if 

these paths are selected. The delay will still be very long if these paths are used, and may 

cause problems for the upper layer protocols, such as TCP. Thus, weights based on this 
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information will not be accurate enough for selecting optimal paths that distribute traffic 

more evenly in the network. With limited information about the traffic load, the selected 

routes still go through the congested area, because some nodes in the congested areas 

have little traffic going through them. Meanwhile, extra hello messages for collecting 

information from the neighbor nodes or probe messages for measuring link quality 

occupy bandwidth that could be used for transmitting data packets. Processing extra hello 

messages and probe messages also requires more computational resources. 

 

Besides interference, node mobility and the quality of the wireless radio link also affect 

data transmission in wireless Ad Hoc networks. High node mobility tends to be 

associated with more collisions in the network, which decreases system capacity. An area 

with low node mobility has more capacity than an area with high node mobility and could 

accommodate more traffic. Poor wireless radio links cause more packets or frames to be 

corrupted and to be retransmitted, which also decreases network capacity. Even with a 

lower traffic load, poor wireless radio links may still not be a good choice to be part of 

the path. Poor wireless radio links may be caused by a severe environment, long distance 

between two transmitting peers, or high node mobility. Lack of consideration of node 

mobility and the quality of wireless links along the selected paths will still lead to poor 

performance. 

 

Table 2.1 lists the deficiencies of the proposed traffic distribution routing protocols. 
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Proposed 

Routing 

Protocols 

Limited Traffic Load 

Information 

Extra 

Information 

Packets 

Considering 

Node 

Mobility 

Considering 

Quality of 

Wireless 

Radio Link 

DLAR Yes, only local queue 

length 

No No No 

LBAR Yes, only local 

activities and activities 

in neighboring nodes 

Yes, periodic 

hello 

messages 

No No 

LSR Yes, only local queue 

length and queue length 

of neighboring nodes 

connected currently 

No No No 

APR Yes, number of nodes 

could be blocked at 

most two hops away 

Yes, periodic 

hello 

messages 

No No 

ETX No Yes, periodic 

probe packets 

No Yes 

LWR No Yes, periodic 

hello 

messages 

Yes No 

Table 2.1 Deficiencies in Proposed Traffic Distribution Routing Protocols in Wireless Ad 
Hoc Networks 
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The multiple-paths solutions may rely on location-based routing protocols to acquire the 

overall network topology or positions of all nodes, and the distance between the sender 

and receiver must be longer than the interference range in order to take advantage of load 

balancing. The chance of finding such multiple paths is low when the network size is 

small (related to the transmission range), or the node density is low.  

 

As local queue length and queue length of neighboring nodes do not reflect the overall 

network traffic load, the route decision made by DLAR, LBAR, LSR and APR can 

hardly balance traffic load from busy areas to idle areas, i.e. the chance of making an 

efficient route selection is very small. LWR does measure the channel utilization that 

covers all activities in the network but it drops the route requests when “full-heavy” 

condition exists. A connection having to go through “full-heavy” nodes or areas will be 

blocked even if some traffic in “full-heavy” nodes or areas can be rerouted to yield some 

bandwidth for the new connection. The efficiency of LWR will be very low when such 

cases happen. Among all proposed traffic distribution solutions in wireless Ad Hoc 

networks, ETX acquires the overall network traffic load information through an indirect 

measurement, which also considers the quality of wireless link. The route decision will 

be more optimal comparing to the rest. However, as measurement in ETX relies on the 

probe message, the number of probe messages per time unit decides how accurate the 

information is. Large number of probe messages per time unit provides an accurate 

information about quality of wireless link and the network traffic load but a large amount 

of bandwidth is consumed that decrease the available bandwidth for transmitting data 

packets. Thus, a method that could provide accurate traffic load information with less 

consumed system resources is researched and proposed in following chapters.  
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2.4 Summary 

Traditional traffic distribution solutions in wired networks assign a weight to each link 

according to the transmission rate, processing ability and the queue length. The weight of 

a path is the sum of the weights of each link in the path, and the path with the smallest 

weight is selected in order to carry out traffic distribution. It also works in wireless Ad 

Hoc networks to distribute traffic more evenly, but traffic load information relates to all 

activities in wireless Ad Hoc networks and cannot be acquired without help from the 

physical layer. Several routing protocols have been proposed to distribute traffic load 

efficiently in wireless Ad Hoc networks, based on different ways of evaluating the traffic 

state of the network. Some of these protocols generate extra hello messages or probe 

packets to acquire the load information or link state. Others evaluate the traffic load 

based on limited local information. Node mobility and the quality of the wireless radio 

links are rarely taken into consideration. 
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Chapter 3. System Capacity and Utilization 

 

Obviously, if there is a way to ascertain system capacity that identifies the theoretical 

upper and lower bounds of the achievable performance of networks and the utilization 

that is realized by the protocols employed at the routing and MAC layers, we can 

determine whether there is space to improve the system performance and how much 

bandwidth is required for extra information to achieve this improvement. In this chapter, 

several different methods of analyzing network capacity are discussed. Due to the 

complexity and computation limitations, these methods are not suitable for calculating 

the system capacity of a real wireless Ad Hoc network. Thus, a simple solution has been 

adopted and developed to estimate the network capacity, based on the network size and 

the interference range of a transmitting node. In addition, the relationship between system 

throughput and traffic patterns is identified and can be used to calculate system utilization. 

 

Before the methods are discussed, a definition of system capacity and utilization will be 

given. System capacity (or network capacity) refers to the aggregated transmission rate 

of a wireless Ad Hoc network when the network topology and traffic pattern are known, 

the optimum paths between sender and receiver have been found, and an ideal schedule 

has been given to each node regarding when to transmit packets. System utilization (or 

network utilization) measures the achieved aggregated transmission rate of a wireless 

Ad Hoc network by deploying a routing protocol and a MAC protocol without the 

network topology being known. This counts the transmission rate per hop. System 

throughput (or network throughput) measures the achieved transmission rate of a 

wireless Ad Hoc network by deploying a routing protocol and a MAC protocol without 

knowledge of the network topology. This counts the transmission rate per connection. All 

are measured in bits per second (bps). 
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One ultimate objective of increasing the efficiency of wireless Ad Hoc networks is to 

maximize their throughput under limited resources. As the system utilization is bounded 

by the system capacity and the relationship between the system utilization and throughput 

can be formulated, we can find possible solutions for increasing system throughput. 

 

3.1 System Capacity 

Unlike wired networks and one-hop wireless networks (such as WLAN and traditional 

cellular systems), a capacity analysis of a wireless Ad Hoc network is more complicated 

because it combines the attributes of both wired networks and cellular systems. In this 

case, both routing decisions and the signal to noise and interference ratio need to be 

considered, since they affect each other when calculating system capacity. In general, 

there are two major methods for calculating network capacity: linear programming and 

geometrical analysis. 

 

3.1.1 Linear Programming 

Efficiency is an important issue to consider with regard to the performance of a network 

or evaluating a network. Efficiency here refers to the maximum throughput of a network 

under the same capacity and traffic patterns. It relates to access protocols, routing 

protocols, and transmission probability. When the routing algorithm only is considered, 

the system design tries to find the best way to assign suitable resources to each link, or 

make the best routing decision to support a maximum number of connections when the 

capacity of each link is fixed. 

 

In wired networks, because topology changes rarely occur, designers can assign a suitable 

capacity to each link based on the bandwidth requirement constraints. When there are 
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requirements in delay and blocking probability, some research in [GW90, GN89] 

provides solutions based on linear programming to design the network. When the 

capacity of each link cannot be changed, a refined routing protocol is needed to find paths 

for each connection so that the network can reach its maximum throughput. Researchers 

in [MS87] present an adaptive solution for both routing and flow control to fulfill the 

requirements in delay, throughput and so on. [JL98] provides a method based on linear 

programming to optimize ATM network performance. In [CF96, YS91], researchers 

propose similar ideas implemented in global networks. 

 

In general, the problem of efficiency for wired networks can be formulated as: 

 Maximize: 

   F = sum( x )        

 Subject to: 

   Ax ≤ C         

   x ≥ 0         

where: 

F is the objective function value that is to be maximized. Here it refers to the total 

throughput of the network. 

x is the column vector of independent variables. Here each element of the vector is the 

throughput of an individual connection. 

A is the matrix of coefficients representing network connectivity and the traffic 

parameters. 

C is the column vector of right-hand-side terms, associated with the constraints on link 

capacity. 
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Figure 3.1 Example of a Static Wireless Ad Hoc Network 

 

A similar approach can be used in wireless ad hoc networks to estimate the maximum 

system capacity. For the sake of simplicity, a static scenario is considered first, in a 

situation where the network topology is unchanged. Assuming there is no time-varying 

fading and MAC layer functions are simple (only listening and sending, no handshaking), 

the interference pattern will not be changed at any time and each node is associated with 

a matrix that reflects its transmission occupation. For example, as shown in Figure 3.1, 

there are six nodes in a wireless ad hoc network and the interference range is assumed to 

be less than twice the maximum transmission range. When node 1 is transmitting, nodes 

2, 3, and 4 cannot transmit their packets. Hence the transmission matrix of node 1 is as 

follows: 
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The 1s in the matrix mean that at this time nodes 1, 2, 3, and 4 are blocked by the 

transmission of node 1. The 0s mean that at this moment, nodes 5 and 6 are free to 

transmit. Similarly, the matrices for the other nodes are: 
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when the nodes are transmitting. Thus, the overall matrix of the entire network is as 

follows: 

 A = ,

111100
111100
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001111
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The whole matrix illustrates the interference relationship among all the nodes. Assuming 

that maximum capacity is reached, node 1 can transmit x1 bits per second and x2, x3, x4, x5, 

x6 for nodes 2, 3, 4, 5 and 6 (x1 includes all the traffic generated by node 1 and the traffic 

routed through node 1). In addition, the maximum bandwidth for a link is b bits per 

second. The inequality of the network is presented as: 
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The maximum capacity Cnetwork of the network can be calculated by: 

 Cnetwork =MAX(∑
=

6

1i
ix ) 
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with a feasible X that conforms to inequality (1). More than one feasible X may be used to 

calculate Cnetwork, and some of them may not be realistic from a communication point of 

view. Thus, more constraints can be added to reflect the reality of wireless 

communications. In [JPPQ03], wireless interference is incorporated into the formulation 

through the definition of a conflict graph, whose vertices correspond to the links in the 

connectivity graph. However, it is NP-hard to find the optimal throughput under the 

protocol interference model, and it is NP-hard to approximate the optimal throughput. 

After defining the independence vectors, which include several links that can transmit 

concurrently, the lower and upper bounds can be found. Some researchers use flow 

balance, capacity, and scheduling constraints together to estimate the overall end-to-end 

capacity [TKF05b]. In [RM02], a linear program is formulated based on game theory, 

and concentrates on the core capacity region. It considers both many-to-one and one-to-

one traffic models. The solution in [TG03] defines a capacity (rate) region based on 

power, channel gain, noise, signal-to-interference and noise ratio (SINR), and time-

division schedule first. It is then converted into linear programming in order to calculate 

the system capacity. 

 

When considering mobility, the topology of the network becomes a time-dependent 

variable. Every time the topology is changed, the system capacity may change. Thus, we 

need to treat the network in every time period during which the topology is static. We 

then sum up the capacity in all these time periods to define the overall capacity as follows: 

 Cnetwork = 
∑

∑
n

n

t

t

t

t
t

t

C

1

1 . 

 

However, the linear program method of estimating system capacity imposes a scalability 

problem. When the network size increases and the number of nodes rises, computation 

for a feasible X may take a very long time. If mobility is high, the frequency with which 
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the topology changes also goes up. The computation for Cnetwork will then become even 

more complex. 

 

3.1.2 Geometrical Analysis 

In [GK00] and [NTV02], the per node capacity to be expected in an Ad Hoc network is 

estimated in a geographical manner. If node density is constant, this means that the total 

one-hop capacity is O(n), where n is the total number of nodes. As network size increases, 

the number of hops between each source and destination may also grow, depending on 

the communication patterns. One might expect the average path length to grow with the 

spatial diameter of the network, or equivalently the square root of the area, or O( n ). 

With this assumption, the total end-to-end capacity is roughly O(n/ n ), and the end-to-

end throughput available to each node is 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
n

O 1           3.1 

 

The analysis in [GK00] also demonstrates the existence of a global scheduling scheme 

that achieves a throughput of Θ(W/ nn log ) for a uniform random network with a random 

traffic pattern (W indicates radio channel capacity in bps). 

 

To verify the asymptotic bounds, several simulations were run in NS2 (network simulator 

version 2) with varying network sizes and traffic load. DSR was selected as the routing 

protocol. In the contour plot in Figure 3.2, each line represents a specific packet loss rate. 

The packet loss rate increases from the bottom line to the top line. Thus, if the 

performance (or packet loss rate) remains constant, a larger network accommodates fewer 

communication pairs. Because a connection with more hops consumes more resources, 
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the total bandwidth used remains the same within a certain range. The end-to-end 

capacity of the network roughly follows O(n/ n ). 

 

 

Figure 3.2 Contour Plot of Packet Loss Rate vs. Network Size and Number of 
Communication Pairs (Dynamic Source Routing) 

 

Research in [GZ03] incorporates the walk/talk ratio, which is the ratio of the node 

connection rate to the overall acquired packet rate of the node. The asymptotic capacity 

of an additive white Gaussian wireless network under a relay traffic pattern is derived in 

[GV02]. The upper and lower bounds of system capacity are defined as: 
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+≤≤ , where P is the transmission power, N is the noise 

power, and α is a vector of weights of each receiver antenna. The multi-channel scenario 
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is analyzed in [LHS02], and the system capacity with TCP regulated traffic is discussed 

in [BSMCGK02]. 

 

Geometrical analysis also has limitations when it is used to compute the system capacity 

of a real wireless Ad Hoc network. When considering the node mobility and random 

position of each node, it is very difficult to formulate the system capacity in a simple way. 

In most cases, only an upper bound is given under certain assumptions. 

 

3.1.3 A Simple Solution for Calculating Capacity 

Due to the computational limitations of linear programming and the complexity of 

geometrical analysis when dealing with random node positions and mobility, it is not 

easy to calculate the system capacity of an arbitrary wireless Ad Hoc network using the 

above methods. Hence, a simple method is provided to roughly estimate the network 

capacity via a geometrical solution, which is independent of the network topology and 

connection patterns. As mentioned in [LBCLM01] and seen in Figure 3.3, the 

interference range in IEEE 802.11 is far beyond the transmission range (for example, if a 

node can transfer data up to 250 meters away, its transmission will interfere with other 

nodes up to 550 meters away due to the SNR—signal-to-noise ratio [LBCLM01]). Thus, 

when node A is sending to node B, node C will not be able to send any data, because 

node C realizes the medium is busy. Only once node A has finished can node C start its 

transmission. For a two-hop connection (A to B and B to C), only one transmission takes 

place at any one time (A to B or B to C). For a three-hop connection (A to B, B to C, and 

C to D), there is still only one transmission at any one time (when A is sending packets to 

B, C will listen to the medium and ascertain whether it is busy). Therefore, in a three-hop 

connection, the throughput of the connection is just one-third of the total transmission 

capacity and the throughput of a two-hop connection is half. 



 38

ABCD E

250 m

550

 

Figure 3.3 MAC Layer Transmission and Interference Range (Bold Circle Represents 
Transmission Range; Dotted-line Circle Indicates Interference Range). 
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(b) Two-Hop Connection 

Figure 3.4 Optimal Number of Connections in a 1500x1500 Meter Square Area, Assuming 
Transmission Range is 250 meters and Interference Range is 550 Meters. 
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Looking at a network in a 1500x1500 meter square (m2) area with the above deduction, 

assuming the transmission range is 250 meters (m) and the interference range is 550 

meters and no power control is deployed, the largest number of concurrent transmissions 

can only be nine, if each pair of sender and receiver is just one hop away and the distance 

between them is very short (as shown in Figure 3.4 a; the interference range of each 

connection is a circle with a radius of 550). Thus, the total reachable system capacity is 

9*W Mbps (W Mbps is the maximum transmission rate for each connection and depends 

on the allocated bandwidth for the system). If each connection is at least two hops away, 

the transmission range of a connection is bigger than 250 meters. The interference range 

of each connection is therefore at least a circle with a radius of 550+250=800 meters, and 

the maximum number of concurrent transmissions is six (Figure 3.4 b). Usually, the 

chance of nodes staying at the edge of the network is low. [BRS03, JBAS03, SM04] 

point out that all nodes in a wireless Ad Hoc network tend to be in the middle of the 

network for typical mobility models. Along with more hops per connection, random 

transmission direction, random positioning of nodes and the mobility of the nodes, the 

number of concurrent transmissions will decrease more than the previous number. The 

simulations showed that the number of concurrent transmissions was around two to three 

in a network of this size, because the chance of connections being along the edge of the 

network is small, and most connections go through the centre of the network. Assuming 

the maximum transmission rate of one direct link is 2 Mbps, the available system 

capacity will be around 3*2Mbps=6 Mbps. 

 

Roughly, we could calculate the upper bound of network capacity by the following 

formula: 

W
R

AC network
network ×= 2π         3.1.3 
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where Anetwork is the area of the whole network and R is the interference range of each 

node. 

 

Thus, a 1500x1500m2 network with an interference range of 550m has a capacity of 

around 2.36*W Mbps. If W = 2 Mbps, the upper bound of network capacity is around 

4.72 Mbps. 

 

The maximum node 

moving speed (m/s) 

0 5 20 

System utilisation 

(Mbps) 

4.4 2.0 1.8 

Table 3.1 System Utilization with Nodes Moving at Different Speeds for DSR 

 

Table 3.1 provides one example of system utilization, measured by simulation in an 

overloaded, wireless Ad Hoc network of the abovementioned size and 100 nodes. The 

maximum capacity per link is 2 Mbps. Each connection generates 5.3 Kbps of traffic, 

with a packet payload of 64 bytes; the number of connections is increased until the packet 

drop rate reaches 10%. If all nodes in the network are static, the system utilization is very 

close to the estimated upper bound of the network capacity mentioned earlier. While the 

nodes are in movement, system utilization drops dramatically, to less than one-half of the 

estimated system capacity. This degradation in system utilization is caused by the 

topology changes due to the movement of the nodes. An ongoing communication is 

interrupted when a link is broken. A long backoff time before communication is resumed 

introduces a waste of bandwidth. In addition, the movement causes more collisions 

during transmission. That also leads to a long backoff time. A detailed analysis is given 

in the next chapter, where the routing protocol and MAC layer are discussed. 
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If traffic concentrates in certain areas of the network (sometimes several communications 

go through the same link), a broken link or collision will cause all traffic to be backed up, 

wasting even more bandwidth. When we look at the routing protocols and MAC layer 

protocols, we find that all traffic tends to concentrate or go through the same link. 

 

The upper bound of network capacity estimated by this simple solution is based on a very 

simple physical layer model. The interference range and transmission range of a node 

only obey the exponential law for propagation, and both the interference area and the 

transmission area of a node are perfect circles. With shadowing, neither the interference 

range nor the transmission range of a node is a regular geometrical shape, and the size of 

the area covered changes. Then the formula used to calculate the upper bound of network 

capacity must be modified as: 

W
A
AC

ceinterferen

network
network ×=  

Here Ainterference  is the interference area of a transmitting node. 

 

Furthermore, we only consider the interference of one transmitting node at a time. In fact, 

the combined interference from all concurrently transmitting nodes may lead to a larger 

interference area. Thus, the upper bound of the network capacity may be even smaller. In 

addition, after implementing some techniques, such as power control and directional 

antenna, at the physical layer, the interference area changes again and as a result, network 

capacity also changes. 
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3.2 Throughput and Utilization 

After ascertaining the estimated network capacity, we need to calculate system utilization 

and throughput to see how the different routing and MAC protocols explore system 

capacity. The throughput of a network is the sum of the traffic load between any 

communication pairs, and improving it is our ultimate objective. This traffic load only 

captures the traffic generated by the sender. Therefore, it does not care about how many 

hops this connection needs. Assuming there are n connections in a wireless Ad Hoc 

network with m nodes in it, the total throughput of the network can be written as: 

( ) k

n

k

h

j
kjnetwork RPLT

k

∑ ∏
= =

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−=

1 1
,1

      3.2.1 

where hk is the number of hops of the kth connection and Rk is the traffic load of the kth 

connection. PLj,k is the packet loss rate of the kth connection at the jth hop. 

 

Unlike the throughput, the utilization of a network not only considers the total bandwidth 

occupied by each connection, but also includes the bandwidth that is used for control 

information and retransmissions. Thus, its expression is written as follows: 
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where Δ(m,n) refers to the traffic load that is generated by control information. The 

amount of  Δ(m,n) is roughly exponential in the number of nodes m and roughly linear in 

the number of connections n for typical reactive routing protocols. The exact formulation 

of Δ(m,n) is based on the specific routing protocol, the traffic pattern, and the mobility 
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pattern. Because it is not a primary focus of our analysis, we leave it as Δ(m,n) to indicate 

the amount of network resources consumed by the control packets. 

 

It is obvious that the throughput of the network only depends on the packet loss rate of 

each connection from Formula 3.2.1. However, the utilization of the network takes into 

consideration the number of hops per connection and where the packet is lost.  

 

The system capacity is limited, which means the utilization of the network is limited. So 

Unetwork is bounded after the number of connections n reaches a certain value.  Adding 

more communications to the system will only lead to a higher PLj,k to keep Unetwork 

constant. A well-designed network should support more traffic load (more throughput) 

when utilization is at its the limit, or explore more system capacity that is wasted or 

unused. In order to do this, the relationship between the throughput and the utilization 

needs to be found. The relationship between the throughput and the utilization can be 

represented as: 
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where hmin is the number of hops of the shortest path out of all the communications. 

 

Obviously, from the above formula, the best way to improve network throughput is to 

increase network utilization, if the network utilization is far below the network capacity. 
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Formula 3.2.3 shows that there are several ways to improve throughput when the 

utilization of the network has reached its limit. First of all, Δ(m,n) occupies a 

considerable amount of bandwidth for the control information. This control information 

includes the routing packets, update information packets, and so on. The amount of 

control information depends on the topology change rate and the way the protocol 

updates the information. Thus, the design of the protocol directly affects system 

performance. Secondly, where a packet gets lost plays an important role in how much 

bandwidth is wasted by the lost packets. It is obvious that packets dropped early will 

waste less bandwidth. Thus, if a method could let each node drop the packet based on the 

packet lifetime or number of hops, more system capacity could be reserved for successful 

communication. In addition, the number of hops has an impact on bandwidth occupancy. 

The lower the number of hops, the more connections can be supported. However, 

wireless Ad Hoc networks are designed to relay information over several hops. It is 

inevitable for them to support connections over several hops. 

 

In most cases, because they have poor knowledge of the network topology, routing 

protocols might not explore system capacity fully. A subsequent bad routing decision 

may lead to large packet loss at some place in the network, which wastes a large amount 

of network resources. System performance can be improved if a routing protocol is able 

to make good routing decisions that explore unused network resources and decrease the 

amount of wasted resources, at the cost of more control packets, and if the resources 

occupied for these extra contol packets are less than the sum of the wasted and unused 

but explorable resources. The following chapters will discuss why system capacity is not 

fully explored and how it can  be used more efficiently by an enhanced routing protocol. 
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3.3 Summary 

One method of evaluating system efficiency is to look at how network capacity is used. 

Theoretical deductions for network capacity are mostly based on two methods: linear 

programming and geometrical analysis. Linear programming can give a good estimation 

of network capacity, but has the limitation of scaling for a large network. By making 

proper assumptions, geometrical analysis can formulate the relationship between network 

capacity and number of nodes. However, due to mobility and different traffic patterns, it 

is not easy to formulate an estimation of network capacity. To avoid scalability and 

complexity, a simple geometrical solution is given to calculate the network capacity by 

size of network and interference range of a node. Furthermore, formulas for computing 

system throughput and utilization are derived when all routes are known. Based on these 

formulas, several ideas for performance improvement are deduced, such as dropping data 

packets based on lifetime when interface queues are full. 
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Chapter 4. Problems and Challenges 

 

Because wireless resources are precious, the efficiency of wireless networks becomes a 

crucial issue. One way to measure efficiency is to ascertain whether system resources are 

used evenly or fairly. If evenness and fairness are lacking in a wireless Ad Hoc network, 

some nodes in the network may take on some extra work in relaying packets for other 

nodes. The transmission of their own communication will be affected and the battery life 

of these nodes will be shortened. The latter case will lead to more topology changes, 

because the node goes down once the battery is exhausted. If all users share system 

resources fairly and provide service to other users fairly, wireless Ad Hoc networks can 

provide an efficient solution for communications. 

 

Meanwhile, when traffic load goes up in a wireless Ad Hoc network, some areas become 

congested while other areas are in an idle state. Deviating traffic or forcing part of the 

traffic to areas with a light load may increase system utilization and throughput by 

decreasing wasted bandwidth and exploring unused bandwidth. It also provides a solution 

for wireless Ad Hoc networks to support communications with different requirements. 

 

In this chapter, a detailed description of reactive routing protocols and the IEEE 802.11 

MAC sublayer protocol are given, to illustrate the problems that may exist in the network. 

The reasons for these problems are discussed thereafter. 

 

4.1 DSR (Routing Protocols) 

Reactive routing protocols will be illustrated first, as these form the basis of our proposal. 

Our first implementation is based on DSR, which is an example of a reactive routing 
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protocol, so DSR will be described here to explain the functionalities of reactive routing 

protocols. DSR includes the whole route in the packet header of each data packet, which 

allows for more options for optimization. 
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Figure 4.1 Basic Flow Chart of DSR 

 

DSR has two major functions: Route Discovery and Route Maintenance [BJM99]. Route 

Discovery works by flooding a request through the network in a controlled manner. 

When sending or forwarding a packet to some destination, Route Maintenance is used to 
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detect if the network topology has changed, and whether the route used by this packet has 

broken. Each node along the route is responsible for detecting if its link to the next hop is 

broken. When the sender knows the route is broken, it can attempt to use another route 

that is already in its route cache, or it can invoke Route Discovery again to find a new 

route. 

 

Figure 4.1 illustrates the basic flow chart of DSR. In route discovery, when a node needs 

to send a data packet without knowing its route, route requests are flooded to the network 

first. The protocol caches several routes (from different replies), but only the shortest will 

be chosen as the default route. The protocol caches these routes for future use. When any 

link is broken, a route error packet is generated and sent to the source node. A new route 

discovery process may be initiated by the source if the route is still in use. As the route 

request and reply packets have higher priority than the data packets, the first reply usually 

goes through the shortest or near shortest paths because the number of hops is lower. 

 

DSR uses salvaging, gratuitous route repair, and promiscuous listening to optimize and 

maintain the routes: 

• Usually, when a node forwards a packet and detects that the next hop is broken, it 

will drop the packet and send a Route Error message back to the source. However, 

if the node has an alternative route to the destination, it can attempt to salvage the 

packet by forwarding it to the destination via that alternative route, while still 

informing the source of the broken link via a Route Error message. When a source 

receives a Route Error message for a packet that it originated, the source 

propagates this Route Error to its neighbors by piggybacking it on its next Route 

Request. 
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• In Gratuitous Route Replies, the node overhears a packet not addressed to it and 

checks whether the packet’s header contains its address in the unprocessed 

portion of the source route. If so, the node knows that the packet could bypass the 

unprocessed hops that precede it on the source route. The node then sends a 

gratuitous Route Reply message to the packet’s source, giving it a shorter route 

without these hops. 

 

• When a node forwards a data packet, it “snoops” on the unprocessed portion of 

the source route and adds to its cache the route from the node to the final 

destination listed in the source route, if this route is not already in the cache. In 

addition, the node overhears all the packets without filtering the address. Before 

being discarded, these packets are scanned for a useful source route or Route 

Error messages. 

 

The implementation of DSR in NS2 (network simulator version 2) also includes other 

features, such as bidirectional source routes and one-hop route requests. Bidirectional 

source routes allow the sender and receiver to use the same route to transmit packets if 

the communication is bidirectional. If the generated traffic is bidirectional, switching this 

property off worsens performance, because more control information is inserted into the 

system. The benefits of a one-hop route request depend on the topology, mobility, and 

traffic pattern of the network. In a one-hop route request, the sender first sends a route 

request with a hop count equal to 1; thus, only the neighbors of the sender will receive 

this request. If they can find a route from their cache or they are the receiver, no more 

requests will be sent out. In this case, bandwidth can be reserved for data transmission 

instead of control information. 
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Like all reactive routing protocols, DSR discovers the new route or rediscovers the 

broken route by flooding the request to the network. As routing requests and replies have 

a higher priority than data packets, routing packets are always placed at the head of the 

queue and sent out as soon as possible. In any case, routes with a lower number of hops 

will typically be found earlier than those with long paths. In addition, only the addresses 

of intermediate nodes are included in the routing requests and replies. Nothing in the 

route requests and replies reflects the state of this particular path. As a consequence of 

flooding, the route found tends to be the route that has the least number of hops between 

sender and receiver. For example, as shown in Figure 4.2 after request flooding, the 

default routes between communicating pairs (S1-R1, S2-R2, and S3-R3) are indicated by 

the solid line, with arrows in both directions. The path length or the number of hops for 

these routes is close to optimal. In this situation (lots of senders and receivers are not in 

the middle of the network), most routes cross the middle of the network. In the example, 

all three connections go through node I3, and two connections go through nodes I6 and I4. 

All three intermediate nodes are around the middle of the network. Statistically, the 

chance that a connection will go through a node in the middle is much higher than 

through the nodes at the edge of the network. The result of this kind of routing algorithm 

is that traffic tends to concentrate in the middle of the network. 

 

When traffic load goes up, congestion will occur. Because of the limited buffer size in 

each node, some packets (mostly data packets) have to be dropped when the buffer is full. 

Some packets have delay requirements and may be dropped due to the long waiting 

period in the queue. Congestion also leads to more collisions, which cause all 

transmitting nodes to back up. More bandwidth is then wasted during the backoff and the 

probability that this area stay congested is higher because there are fewer useful resources. 

 

As the routing algorithm tends to use the shortest paths, which tend to go through the 

middle of the network, congestion in the middle will occur sooner than in other areas. 



 52

Because of this central congestion, system performance may not be maintained when 

more connections come in. In addition, as other areas are not saturated, network 

utilization may be far below the network capacity. 
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Figure 4.2 Example of a DSR Routing Result 

 

Reactive routing protocols can use metrics other than the number of hops to decide the 

default path. For example, DSR can choose the default path based on the delay 

experienced by the route request and route reply. The variants of DSR can still use the 

same procedures in DSR. At the IP layer, where the routing protocol resides, nodes could 

put their IDs and timestamps, which are available to the routing protocols, onto the 

routing packets. The timestamp records the time when the node receives the packet. From 

the information in the routing packets, number of hops, end-to-end delay, and jitters can 

be ascertained. DSR is able to record the routing information in the past, and some other 

information, such as the expected hop count metric, can be deducted and used to select 
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the proper path. However, because routing packets have a higher priority than data 

packets, routing packets are always inserted into the head of the queue and processed first, 

once they are received. Thus, for instance, routing packets experience a different delay, 

which is usually shorter than the delay experienced by data packets. The routing request 

and reply packets that have gone through the shortest path usually experience the shortest 

delay, due to a small number of transmissions and processing at intermediate nodes. As 

the default path selected on delay tends to be the same as the path selected by looking at 

the number of hops, the phenomenon mentioned previously still exists. DSR treats 

routing packets and data packets in different ways, so that the information included in the 

routing packets is not enough to decide on the traffic states in the network. All variants 

may lead to the same conclusion, because the routing packets only provide the topology 

information, or part of the load information, which is not enough for the routing protocol 

to avoid congestion. 

 

DSR could be modified to retrieve extra information from the data link layer or the 

physical layer, in order to find out more about the states of the network. This extra 

information can include the interface queue length, the number of connections going 

through a node, the number of neighboring nodes, or the delivery ratios of the wireless 

link, which are acquired by some of the traffic distribution solutions described in Chapter 

2 from the data link layer or the physical layer. As these solutions need to interact with 

the data link layer or the physical layer and to add extra information onto the routing 

packets, it is more suitable to call them an extension of DSR other than the variants of 

DSR, even through some routing functions are the same. The objective and deficiency of 

the DSR extensions are discussed in Chapter 2. 
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4.2 IEEE 802.11 (MAC layer protocols) 

The MAC sublayer deals with resource access and plays a very important role in the 

wireless environment. Unlike wired networks, the MAC sublayer has to solve problems 

like hidden nodes, which may lead to numerous collisions, and high bit error rates, which 

may lead to the loss of many packets. 

 

So far, IEEE 802.11 is the most popular MAC sublayer protocol, adopted by most 

proposals to support medium access in a wireless environment. It solves the hidden 

station problem, based on the IEEE 802.3 protocol. Typically, in a wireless Ad Hoc 

network, the distributed coordination function (DCF) of the IEEE 802.11 MAC layer 

protocol is used. In the following paragraphs, a detailed description of DCF is given. The 

benefits and problems in wireless Ad Hoc networks are then explained. 

 

There are four types of interframe spaces (IFS) between transmitted frames: 

• SIFS: short interframe space 

• PIFS: PCF interframe space 

• DIFS: DCF interframe space 

• EIFS: extended interframe space 

The relationship of the first three IFS is indicated in Figure 4.3. PIFS is used only by the 

Point Coordination Function (PCF), and DCF uses EIFS whenever the PHY (physical 

layer) has indicated to the MAC that a frame transmission has started that does not result 

in the correct reception of a complete MAC frame with a correct FCS value. As PCF is 

not suitable for wireless Ad Hoc networks, PIFS is not relevant in view of routing 
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protocols and related problems. In addition, as we have assumed a simple physical model, 

there is no bit error during the transmission due to fading, and EIFS is excluded. 
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Figure 4.3 Some IFS Relationships 

 

SIFS is the shortest interframe space. It is used when a node has seized the medium and 

needs to keep it while the frame exchange sequence is performed. Using the smallest gap 

between transmissions within the frame exchange sequence prevents other nodes, which 

wait for the medium to be idle for a longer gap (usually DIFS plus some random time 

period), from attempting to use the medium, thus giving priority to the completion of the 

frame exchange sequence in progress. A node uses DIFS to determine that the medium is 

idle. 
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The general procedure of transmitting a frame is as follows: A source first listens to the 

channel. If the medium is idle for at least a DIFS period of time, the source sends a 

transmission request (Request to Send, RTS). After receiving this request, the destination 

waits for a SIFS time to send back a reply (Clear to Send, CTS). The source then waits 

for another SIFS time to start sending data. Upon receiving the data frame, the destination 

sends an acknowledgement (ACK) back before waiting for another SIFS time. 

 

After having transmitted a sequence of frames, the source returns to the contention period. 

All nodes that have packets to send will wait for a random period before attempting 

transmission. This random time period is chosen from 1 to CW (contention window size, 

which is a multiple of a slot time). The node that chooses the smallest value will start a 

new sequence of frames (Figure 4.4). 
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Figure 4.4 RTS/CTS/Data/ACK 
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If a node that has packets to send senses that the medium is busy, the node defers its 

access until a DIFS amount of time has passed after receiving an ACK. If the node has 

already backed off once, the value of CW has to be incremented according to the 

following formula: 

 CWnew = 2 * CWold + 1;       4.1 

A similar situation occurs after a collision. In this case, two or more nodes try to send a 

frame in the same time slot. As lost packets are not acknowledged, the senders have to 

defer access and wait for a random amount of time. If a collision happens again, the value 

of CW increases exponentially. 

 

When the traffic load goes up, more nodes are trying to transmit at the same time. More 

collisions take place and more nodes wait for the chance to transmit. Some of them have 

to increase CW more than once. Some time-sensitive packets may be dropped during the 

backoff time. However, there is a side effect, which may improve performance. 

Assuming there are several nodes in one area, trying to transmit more than one data 

packet, one node gets to transmit first and recaptures the medium after having completed 

the first sequence of frames. Thus, the CW of this node is kept at a low value, while all 

other nodes have increased the value of CW once. This node then has a high probability 

of continuing to occupy the channel if it has packets to send. Since the route request is a 

high priority packet, it always goes first. In this scenario, the node that is transmitting 

tends to forward the route request first and becomes the relay node for all traffic that goes 

through this area. (This is shown in Figure 4.2; although a route that passes through I9 for 

S1-R1 has the same number of hops, the default route still passes through I4 due to its 

fast-forwarding of the route request when I4 is already in a transmission state). As this 

node takes over all the traffic, the competition in this area decreases to a very low level. 

Thus, the chances of a backoff decrease, and the bandwidth utilization goes up. 
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However, all traffic going through one node will lead to buffer overload, which causes 

more data packets to be dropped. Although the resource utilization of this area will 

increase, the overall system performance may degrade. Moreover, if this node defers 

access, all traffic will experience this backoff time. If traffic is distributed to different 

nodes in the area, only some of them will have to wait for a backoff time, and the delay in 

the overall traffic may be less. 

 

In any case, if the traffic load exceeds a certain level and this area of the network 

becomes congested, degradation in system performance is unavoidable.  It is best to 

prevent this situation from happening, if possible. In the next chapter, a solution based on 

this idea is presented. 

 

4.3 Challenges 

Although [GT02] theoretically shows that mobility increases system capacity, nodes need 

to have a queue with infinite size, and delay is not considered to be a performance issue. 

In Section 3.1.3, system capacity is estimated by a simple solution, and it is illustrated 

through the example in that section that system utilization is far below system capacity 

when nodes are in movement. Node movement causes two major problems: 1) Link 

breakage, when the distance between two nodes with an ongoing connection is above the 

maximum allowed range (the received signal falls below the required power level), which 

generates extra error messages to inform the sender about the broken route. The sender 

then has to rediscover the routes, generating more extra control packets. System 

utilization may not change much in this case, but a large amount of bandwidth is 

consumed for routing information, and the throughput of the network is degraded. 2) 

Collisions, when two nodes in transmission step into each other’s interference range. The 

collided packets need to be retransmitted, occupying extra bandwidth. Due to the 

existence of the MAC layer protocol (IEEE 802.11), both nodes wait for a long backoff 



 59

time after a collision, and if the next transmission is not successful, the backoff time is 

even longer. These backoffs consume system resources. Moreover, if the traffic load is 

very high in the area, collisions take place more often. 

 

When links break, to avoid or reduce rediscovering the route, nodes should listen to the 

medium continually and cache all routes for future usage. However, as mentioned in the 

previous section, the IEEE 802.11 MAC layer protocol causes traffic to go through the 

same node or the same direct radio link, if possible. The nodes may then not have any 

alternative paths in the cache and a route rediscovery will have to be performed. In 

addition, continually checking the route in all packets adds burden to mobile equipment 

when battery power is precious. Some routing protocols may not allow the intermediate 

node to change the path of the packet, so that extra packets may be needed to inform the 

senders about alternative paths. The benefit from having a smaller number of route 

rediscovery messages may then disappear. 

 

The number of collisions depends on the traffic load around the area. The heavier the 

traffic is, the more the collisions are. Limiting the traffic load to decrease the number of 

collisions may sacrifice the utilization of the system. What is more, limiting traffic load 

in this distributed system is not a simple task. Coordination among the network nodes 

requires bandwidth for information exchange. 

 

Furthermore, more network information is required in order to support QoS in wireless 

Ad Hoc networks. Because of the limited resources and congestion in certain areas, a 

node cannot just admit a new connection into the network. Before data transmission, the 

node needs to get permission from the relay nodes. Some negotiations need to be 

implemented, such that some ongoing connections can yield some bandwidth by 

degrading their QoS to establish the new connections. The extra information can be 
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included in the route requests/replies, or it can be carried in particular control packets. 

Deciding what kind of information is essential for supporting QoS in wireless Ad Hoc 

networks is also a challenging issue. 

 

4.4 Summary 

Low system utilization is mainly caused by traffic concentrating in certain areas of the 

network. Unevenly distributed traffic leads to a large amount of collisions in congested 

areas, and low usage of the medium in other areas of the network. Both situations waste 

network resources. With respect to routing algorithms such as DSR, the shortest path 

between sender and receiver uses the lowest amount of system resources and may need 

the least amount of time for packets traveling end-to-end. However, the shortest path 

algorithm results in traffic going through the central area of the network. The MAC layer 

protocols, especially IEEE 802.11, try to solve the problems inherent in wireless medium 

access, such as hidden terminals, while at the same time resulting in the transmitting 

nodes having an advantage over the nodes that are waiting for transmission. Thus, traffic 

concentrates even more on several nodes. Once these nodes experience problems such as 

link breakages and collisions, the traffic as a whole suffers. 
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Chapter 5. Traffic Balancing 

 

The network topology keeps changing because of mobility and signal fading, and this 

causes routing protocols to generate a large amount of overhead in the form of control 

messages (routing update information). Thus, system performance decreases dramatically 

under these protocols when the rate of movement and temporary link failures in a system 

goes up. Furthermore, system efficiency also goes down, due to more collisions, 

congestion and control information packets. 

 

The analysis of wireless Ad Hoc networks shows that the traffic load in a system is not 

evenly distributed. The central areas tend to carry more traffic, and therefore transmission 

is congested. In congested traffic areas, data packets may be dropped due to the fixed 

length of interface queues and excessive delays caused by the waiting time in the queue. 

 

Thus, a new solution must be sought to explore those underutilized resources, without 

losing the virtues of routing protocols that support the dynamic environment of the 

system. As routing protocols such as DSR are reactive routing protocols, the routing 

overhead is lower compared to other types of protocols, especially when the topology 

changes frequently. In addition, system performance under the reactive routing protocols 

is similar to that under the proactive routing protocols, while the computing resources, 

such as CPU times and memory, are lower due to the simple implementation of reactive 

routing protocols and the fact that less information is required. The convergence time of 

reacting to broken links is also shorter, compared to that of the proactive protocols. The 

chance of routing loops under reactive routing protocols is much lower than the other 

protocols. Based on these issues, a method called Traffic Balancing, which is 

implemented based upon reactive routing protocols, is proposed to expand system 
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capacity and improve system performance by migrating the traffic load from the 

congested areas to the idle areas. 

 

5.1 Motivation 

As mentioned earlier, wireless communication experiences severe impairment from the 

environment. Even if all portable equipment is stable at all times, the direct radio 

connection may be interrupted due to propagation impairments or objects moving inside 

the network area. Meanwhile, the mobility of the nodes causes the radio connection to be 

lost when the distance between two transceivers is far. All these scenarios lead to 

network topology changes and the system has to restart route discovery or use other 

methods to keep ongoing communication from being interrupted. 
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Figure 5.1 Selected Paths According to the Routing Protocols.  
(Bold line indicates those chosen by DSR) 
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By default, most proposed routing protocols try to discover the shortest path between the 

sender and the receiver. The path through which a route reply goes back to the route 

requester first may not be the shortest path, but usually it is close. In addition, as routing 

protocols usually give higher priority to control information packets than data packets, a 

node with a full queue may still be chosen as part of the path. Due to the MAC layer 

protocol, traffic loads tend to go through the same node or direct radio link in an area. 

 

For example, in Figure 5.1, nodes A, C, and F communicate with nodes B, D, and G 

respectively. According to the reactive routing algorithm, the broadcast route requests 

and replies have higher priority than data packets. Usually the route with fewer hops will 

return the reply to the sender faster than other possible routes, and be accepted by the 

sender as the default route, and the selected paths are likely to be the ones indicated by 

the bold lines. All of them will pass through node E in order to achieve the shortest 

distance. When the traffic load is high, the middle of the network (the area around node E) 

will be congested (more collisions may take place and data packets have to be 

retransmitted), while other areas (such as the area around the dotted line in Figure 5.1) 

remain in a less loaded state. Because of the poor path selection, the overall system 

utilization is far below the theoretical limit, even if the traffic load becomes very high. 

Because the queue length of each node is fixed, when the queue is full, new incoming 

data packets have to be dropped. Moreover, frequent transmission collisions lead to a 

large number of retransmissions and longer backoff time, which cause packets to wait 

longer in queues. Some packets are dropped because they exceed their allowed lifetime. 

 

Figure 5.2 plots one example of a measured traffic load in a simulated 1000x1000m2 

network with 100 nodes. The routing protocol is DSR and the maximum node mobility is 

20m/s. As discussed in the previous paragraph, due to the routing protocol and MAC 

protocol, the traffic density in the center is much higher than at the edge, as shown in 
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Figure 5.2. Thus, the chance of collision in the center is quite large, and bandwidth is 

wasted during the backoff period and for retransmission. 

 

 

Figure 5.2 Traffic Load Measured in a 1000x1000m2 Network, Simulated in NS2 (Routing 
Protocol: DSR; Node Mobility: 20m/s) 

 

5.2 Traffic Balancing 

Traffic Balancing is a routing approach that explores unused resources around areas that 

have a light load. For example, instead of selecting path 1, indicated by the solid line 

between nodes A and B in Figure 5.1, path 2—indicated by the dotted line—is used for 

packet delivery for node A and B, and gives node E a good chance to fully support 
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communication between nodes C and D, and nodes F and G. This can either expand the 

system’s ability to support more communications under the same performance level, or 

improve the performance of the system. The solution is based on a reactive routing 

protocol and it can be implemented with any reactive or proactive routing protocol. 

 

A few issues need to be addressed before discussing the solution. First of all, each node 

should have the ability to record the usage of the medium around itself. In fact, all 

information required can be collected from the MAC layer, because it is monitoring the 

medium at all times in order to send or receive packets. The measured results will help 

the node decide if the medium in its area is overloaded or not. Our protocol function is 

implemented in such a way that each node records the state of the medium in the past n 

milliseconds. If a node detects that the received power is greater than the noise threshold 

for a certain period (equal to or longer than the time needed to transmit the smallest 

frame), the medium is recognized as being used by other nodes. The duration of the state 

that the medium is occupied is recorded and accumulated in order to calculate the 

percentage that the medium is busy. In the MAC layer of each node, a linked list is 

required to record every busy period of the medium. The procedure for medium 

measurement is as follows: Each node continues to sense the received power level. Once 

the power level has gone over a certain threshold (noise threshold), the medium is 

assumed to be used for a transmission, which could be a transmission by the node itself. 

The MAC layer functions then record the start time (Tstart_time) and the duration of the 

transmission (Tduration), and add them to the linked list as a new element. Meanwhile, all 

the elements in the linked list are checked, and those elements that do not satisfy the 

following condition are removed: 

Tcurrent_time – ( Tstart_time + Tduration ) < n, 

It also means that the medium occupations happened n milliseconds ago are removed 

from the linked list because they are not counted for calculating the medium usage. When 
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the node forwards a route request, the MAC layer functions check the linked list again 

and accumulate the elements that obey the previous condition, as follows: 

Tbusy = Σ Tduration, 

The node can then verify the percentage of medium usage in the past n milliseconds time 

periods by: 

Measured Medium Usage = Tbusy / n, 

Now that it has the value of the measured medium usage, the node can decide if it is in a 

busy area or not. Overall, the MAC layer protocol updates the linked list once the 

medium is used, and calculates the medium usage when a route request needs to be 

forwarded. The choice of the value of n depends on the types of traffic in the network. If 

the traffic is bursty, the n (measurement period) should be small. Otherwise, the n should 

be large. 

 

The second issue is the introduction of an additional bit or byte to indicate the medium 

usage in the header of the route request, which is set by the sender. The reason why this 

bit or byte is used will be explained later, when the details of the solution are illustrated.  

 

Thus, two parameters have to be defined before the implementation of Traffic Balancing: 

the medium usage threshold p and the measurement time period n. The measurement time 

period has already been mentioned. The medium usage threshold is used to verify 

whether the medium is busy or not. The choice of this parameter is based on the MAC 

layer protocol and the routing protocol. The traffic model also has an impact on this 

parameter. 
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There are two ways to implement Traffic Balancing, depending on who makes the 

routing decision: the sender or the intermediate nodes. 
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Figure 5.3 Flow Chart, Traffic Balancing Solution 1. 

 

Solution 1 (decision made by intermediate node): This solution tries to find a path 

without any congested intermediate nodes and needs two types of routing requests: low 

or high priority, requiring one bit in the packet header to distinguish them (0 for a low 

priority route request and 1 for a high priority route request). Figure 5.3 illustrates the 
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flow chart for Traffic Balancing Solution 1, which is different from the basic DSR 

routing protocol in functionality. For the intermediate nodes: When a node receives a 

general route request (low priority route request), it first checks the medium usage around 

it in the past n milliseconds. If the medium usage is higher than the medium usage 

threshold, the node will ignore this route request. Otherwise, it processes this route 

request the way it usually does for any reactive routing protocol. When a node receives a 

high priority route request, it will process it regardless of the medium usage around it. 

For the sender: To initiate a path, the node first broadcasts a low priority route request. If 

there is no response after a back-off time (T), a high priority route request is generated 

and broadcasted [TFK02]. 

Route Reply Arriving

Path already in
Cache?

No

Yes

Sending Data Packet by
the route in Cache

Comparing to the Path
in Cache

The Sender

Smaller
OverThresholdCounter?

Equal
OverThresholdCounter?

Replacing the Path in
Cache with new one

Yes

No

Lower Number of Hops?

Yes

No
Yes

No

Route Request Arriving

The Intermediate Node

Checking Medium
Usage in Past n

Milliseconds

Overloaded?

Increasing
OverThresholdCounter

by 1

Forwarding Route
Request

Yes

No

Route Request Arriving

Copy and Reverse the
Path & Copy the

OverThresholdCounter
into Route Reply

Sending Route Reply

The Receiver

 

Figure 5.4 Flow Chart, Traffic Balancing Solution 2. 
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Solution 2 (decision made by the sender): This solution tries to find a path with the 

smallest number of congested intermediate nodes, and needs one byte in the route request 

packet header (overThresholdCounter) to indicate the number of nodes in the path that 

are overloaded (assuming a maximum number of nodes on any given path ＜ 28). The 

overThresholdCounter is set to 0 by the sender before the route request is sent out. Figure 

5.4 shows the functionality of Traffic Balancing Solution 2, which is different from the 

functionality of DSR. For the intermediate nodes: When a node receives a route request, 

it calculates the medium usage around it. If the medium usage is over the medium usage 

threshold, the node increases the overThresholdCounter by one. Otherwise, it simply 

follows the regular procedure and forwards it. For the receiver: After having received the 

route request, the receiver feeds back the threshold counter to the sender via the route 

reply. For the sender: The sender initiates the route request with an 

overThresholdCounter equal to 0. Upon receiving the route replies, the sender chooses 

the route with the smallest overThresholdCounter. If more than one path has the same 

smallest overThresholdCounter, the one with fewer hops is chosen. If more than one path 

has the same overThresholdCounter and the same number of hops, the sender chooses the 

one that arrives first [TKF04]. 

 

5.3 Performance Study 

Simulators like Opnet Modeller, NS2 (Network Simulator 2), or GloMoSim support the 

definition of mobile Ad Hoc scenarios and are used for evaluating the behavior of 

wireless Ad Hoc routing protocols. The different simulators have different ways of 

implementing the functionality at each layer, and it is hard to ascertain which is best. In 

this research, the solutions are simulated in NS2 version 2.1b8 because many researchers 

around the world use it. In [KCC05], a research is conducted that shows over 40% 

researches using NS2 to simulate wireless Ad Hoc networks. Furthermore, it also shows 
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that the simulation is an effective way to explain the benefits of the proposed solutions. 

Thus, it is convincing to compare the simulation results with those of other proposed 

solutions, which are also simulated in NS2. A very simple physical model is adopted in 

NS2 that used only exponential radio propagation law, as follows: 
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π
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=         5.1 

where Gt and Gr are antenna gains at transmitter and receiver, λ is the wavelength in 

meters, d is the distance between transmitter and receiver, L is the system loss factor not 

related to propagation (L≥1), Pt is the transmitted power, and Pr is the received power. 

No fading and shadowing were considered, which limited the reality of the simulations. 

NS2 also had scalability problems. When the number of nodes in the network was very 

large, the simulation became very slow and the size of the generated trace file was too big 

for the operating system to handle. IEEE 802.11 MAC layer protocol was chosen for the 

simulation. Constant bit rate (CBR) was selected as the traffic model, modeling voice 

communication. Assuming that two users were having a voice communication, the 

communication included two nodes sending data at a rate of 5.3 Kbps symmetrically to 

each other [CM99]. Each data packet had a payload of 64 bytes. The simulation time 

period was 300 seconds and the measurement was started after the first 100 seconds, 

because the system state became stable after 100 seconds (as is explained in later 

paragraphs). The maximum moving speed of each node was 5 or 20m/s, and all nodes 

continued to move around (no pause at any place). The original node position was set 

uniform-randomly in the network. 

 

The medium usage threshold was set to 0.7 (in 70% of cases the medium was sensed to 

be busy), because during the early measurements it was found that when medium usage 

reached 70%, the collision rate increased dramatically. In fact, the best medium usage 

threshold depends on certain network characteristics, such as node mobility, and how 
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medium usage threshold can be adjusted dynamically is discussed later in this chapter. 

The time period for the measurement was two seconds (i.e., when a node needed to 

forward a route request, it calculated the medium usage during the past two seconds). 

 

Number of nodes 100 

Maximum moving speed (m/s) 0, 5, 20 

Pause time (seconds) 0 

Network size (m2) 500x500 to 1500x1500 

Generated traffic CBR at 5.3 Kbps 

Connection type Bi-directional 

Data packet size (bytes) 64 

Simulation period (seconds) 300 

Medium usage threshold 0.7 

Medium measurement period n (seconds) 2 

MAC IEEE 802.11 

Table 5.1 Major Parameters Used in the Simulation 

 

Table 5.1 lists all the major parameters that might have affected the results in the 

simulations. In the following sections and in the next chapter, we will discuss how these 

parameters impact on the performance of wireless Ad Hoc networks. In all the 

simulations, the nodes started generating a traffic load from 0 to 50 seconds and the 

performance was measured after the simulation had been running for 100 seconds. After 
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running for 100 seconds, the network was in a steady state. For example, when the total 

traffic load was medium, the average queue length for transmitting nodes stayed at about 

25 (the maximum queue size was 50 packets). In addition, if all the nodes in the network 

were stationary, the difference in average queue length and delay for every 20 seconds 

was less than 5% after the first 100 seconds. Table 5.2 lists the measured average queue 

size and delay in the fixed wireless Ad Hoc network simulated in NS2, after 100 seconds. 

It indicates that the system performance after 100 seconds is relatively stable. 

 

Time Period Average Queue Size Average Delay (seconds) 

From 100 to 120 seconds 24.6 2.1585 

From 120 to 140 seconds 25.1 2.2073 

From 140 to 160 seconds 24.3 2.1331 

From 160 to 180 seconds 25.2 2.2115 

From 180 to 200 seconds 24.9 2.1878 

Table 5.2 Measured Average Queue Size of Transmitting Nodes and Average Delay 
Experienced by Data Packets after Network Running 100 Seconds. 

 

5.3.1 Solution 1 (Intermediate Node Decision) 

The network area was set to 1500 meters in length and 1500 meters in width, and 100 

nodes were located randomly in this area. Each data point was collected from an average 

over 10 runs (i.e. 10 scenarios). The average packet loss rate and packet delays were 

measured for different numbers of active communication pairs to compare the 

performance of DSR and our solution. As mentioned earlier (see Table 3.1), there is not a 

lot of room for improvement in static scenarios, and in 10 scenarios, only two of them 
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showed that performance improved using Traffic Balancing; the rest performed similarly 

to DSR. In addition, Traffic Balancing needed more control packets to deliver the 

required information when all nodes were static. Thus, even though Traffic Balancing 

finds better paths in a static scenario, the explored resources are consumed by the extra 

control information and no improvement can be made to system performance. 
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(a) 20 m/s 

 

(b) 5 m/s 
Figure 5.5 Solution 1: Packet Loss Rate vs. Number of Communication Pairs.  
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Figure 5.5 shows the packet loss rate for both DSR and Traffic Balancing. When the 

traffic is heavy (more users are active), traffic balancing can support more users for a 

given threshold (such as packet loss rate less than 20%). The average packet delay (in 

seconds) is shown in Figure 5.6. For a maximum speed of 20m/s, the overall delay with 

Traffic Balancing is lower, because there are fewer collisions in the congested area. Even 

though some connections require more hops to reach the destination, the time consumed 

by retransmission and the backoff period is longer. For a maximum speed of 5m/s, a 

heavy traffic load may cause longer packet delays, but the delay caused by additional 

hops is greater than the delay caused by congestion. One reason is that if there is no 

alternative path, DSR functions are implemented to find a shortest path, which adds an 

extra delay because of the second routing request. Overall, the largest improvement 

occurs when the DSR packet loss rate is from 5% to 10% (the improvement reaches close 

to 50%). 
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(a) 20 m/s 

 

(b) 5 m/s 
Figure 5.6 Solution 1: Average Packet Delay vs. Number of Communication Pairs. 
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5.3.2 Solution 2 (Sender Decision) 

Again, 100 nodes were randomly distributed in the network. The maximum speed of each 

node was set to 20m/s. Each result set was collected from an average over five runs (i.e. 

five scenarios). The number of communication pairs as well as the network size is 

considered when comparing Traffic Balancing with DSR. The network size was chosen 

from 1500x1500m2 to 500x500 m2.  

 

Figure 5.7 illustrates the performance of DSR with respect to packet loss rate and the 

improvement due to Traffic Balancing. The improvement is calculated by the following 

formula: 

DSR

TBDSR

PLR
PLRPLR

timprovemen
−

=       5.2 

When the packet loss rate of DSR is about 20%–40%, Traffic Balancing gains around 

50%, i.e. the packet loss rate of Traffic Balancing is around 10%–20%. A similar trend 

shows in the average delay (in Figure 5.8). The results show that Traffic Balancing 

moved the traffic load from the congested area to the idle area so that the utilization of all 

areas increased. 
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(a) Improvement of Traffic Balancing for Packet Loss Rate 

 

(b) DSR Performance 
Figure 5.7 Solution 2: Packet Loss Rate vs. Number of Communication Pairs and Network 

Size. 
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(a) Improvement of Traffic Balancing for Average Delay 

 

(b) DSR Performance 
Figure 5.8 Solution 2: Average Delay vs. Number of Communication Pairs and Network 

Size 
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When the traffic load is light, Traffic Balancing can do little. When the traffic load is too 

high, Traffic Balancing cannot find any area that has a light load, and no traffic can be 

rerouted. So, as shown in Figures 5.7 and 5.8, in both the heavy load and light load 

networks, the performance of Traffic Balancing is only slightly better than DSR. When 

the traffic load is at an intermediate range, certain areas experience congestion, and 

Traffic Balancing has been shown to extend system utilization and improve performance. 

 

In Figures 5.9, 5.10 and 5.11, the performances of Traffic Balancing (Solution 2) under 

different network sizes are given, compared to DSR. Figure 5.9 (a), 5.10 (a) and 5.11(a) 

plot the percentage of packets lost in transmission, and Figure 5.9 (b), 5.10 (b) and 5.11 

(b) illustrate the average delay experienced by data packets. As the transmission range of 

each node is a circle with a radius of 250m, the average numbers of hops required by the 

connections is about 4.9, 3.3, and 1.9 for network sizes of 1500x1500, 1000x1000, and 

500x500m2 respectively, based on the results of the simulations. In a small network and 

with a small number of hops, the chance that an alternative path with fewer overloaded 

intermediate nodes exists is low. Thus, the improvement under this kind of scenario is 

lower (as shown in Figure 5.11), especially with respect to average delay. On the contrary, 

in a large network and with a large number of hops, the shortest path, through the middle 

of the network, is just one or two hops less than the other paths. With a large number of 

hops, the selected route by the shortest path algorithm can usually be any path from all 

possible paths. Relatively speaking, the traffic is evenly distributed into the network by 

the shortest path algorithm. In this way, the performance improvement is a bit lower than 

in a medium-sized network. From Figure 5.10, the improvement in both packet loss rate 

and average delay is over 50% when the nodes are moving. 
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(a) Packet Loss Rate 

 

(b) Average Delay 

Figure 5.9 Solution 2: System Performance with Network Size of 1500x1500m2 
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(a) Packet Loss Rate 

 

(b) Average Delay 

Figure 5.10 Solution 2: Performance with Network Size of 1000x1000m2 
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(a) Packet Loss Rate 

 

(b) Average Delay 

Figure 5.11 Solution 2: Performance with Network Size of 500x500m2 
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5.3.3 Solution 1 vs. Solution 2 

It was expected that Solution 2 would perform better than Solution 1, because Solution 1 

only works if there is a path with all intermediate nodes not overloaded. Indeed, the 

simulations showed that Solution 1 is slightly worse than Solution 2 with respect to 

packet loss rate (as shown in Figure 5.12). In Solution 1, a sender has to wait a long time 

to send a high priority request if there is no reply to the low priority request. The delay in 

Solution 1 was longer than in Solution 2. However, this conclusion is based on 

simulations in which communication was bi-directional and the transmission rate in each 

direction was the same. As shown in Figure 5.13, when the transmission was 

asymmetrical (unidirectional transmission), Solution 1 performed better than Solution 2 

with a maximum node speed of 10m/s. 

 

From Figure 5.13, it can be seen that traffic model and the mobility pattern have a big 

impact on the performance of the two solutions. Although both Figures 5.12 and 5.13 

show that Solution 1 and 2 outperform each other in different scenarios, Solution 2 is 

shown to perform better in most cases, especially when communication is symmetrical. 

In addition, Solution 2 has a better chance of finding an alternative route under a heavy 

traffic load. Solution 2 outperforms Solution 1, especially when all nodes are static and 

traffic load is not light, because Solution 2 generates fewer control packets. As a result, 

the remainder of this thesis will focus on Solution 2. 
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(a) Packet Loss Rate 

 

(b) Average Delay 

Figure 5.12 Comparison Between Traffic Balancing Solution 1 and Solution 2 (Case 1). 
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(a) Packet Loss Rate 

 

(b) Average Delay 
Figure 5.13 Comparison Between Traffic Balancing Solution 1 and Solution 2 (Case 2). 
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5.3.4 Threshold of Medium State 

The threshold of the medium state is used to decide at what value the medium is thought 

to be busy. Its value depends on the MAC layer protocol and the mobility of the nodes. In 

the previous simulations, the threshold was set to 0.7 (70% of the time during the last 

interval the medium was occupied for transmission). If not stated otherwise, the default 

value of the threshold is 0.7 in this research. This value was chosen by checking the 

measured medium usage and the packet collision rate for a certain period. (When the 

measured medium usage is above 0.7, the observed collision rate increases dramatically. 

Here the maximum speed of the node is 10m/s and the traffic model is CBR at a rate of 

5.3 Kbps). 

 

In fact, because mobility causes collision and transmission loss, the measured medium 

usage under a busy state may vary.  For example, in a static scenario, after all 

transmissions have run for a while, few collisions will take place because the nodes know 

about their neighbors and their transmissions. If a node constantly sends packets with a 

packet size of 64 bytes, the measured medium usage is (IEEE 802.11, the MAC layer 

protocol): 

92.59%
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where the transmission rate is 2Mbps and it takes around 0.06ms to transmit a RTS or 

CTS or ACK. The data packet needs 0.32ms to be sent, and the short interframe period is 

0.01ms. On the other hand, if mobility is very high, the collision rate and transmission 

loss rate go up. When the maximum moving speed is 5m/s and the measured collision 
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rate reaches 10% of transmitted packets (including RTS, CTS and ACK), the medium 

becomes very busy. In this case, the measured medium usage is around 

%22.76
0.1150.0240.010.060.010.320.010.060.010.06
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4

_

=
×××++++++++
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where the backoff time is estimated at 0.02x15 (CWMIN=31 and the slot time is 0.02ms). 

If collisions occur continuously, the backoff time is longer and the number of the backoff 

is higher. Thus, the measured medium usage could be even lower and using a fixed 

threshold value may therefore not be adequate for different scenarios. 

 

In Figures 5.14, 5.15 and 5.16, the results show that at different node mobility rates, the 

best performance is achieved for different threshold values. When the mobility is very 

high (20m/s), the chance of collision and transmission loss occurring is also very high. 

That causes longer backoff time and more backoffs (in 50% of the time, nodes sense an 

idle medium). Thus, the performance reaches its maximum when the threshold is set to 

around 0.5. Meanwhile, in a static scenario, the chance of collision and transmission loss 

is very low, and nodes continue transmitting the packets. The best performance is 

obtained when the threshold is set around 0.9. 

 

 

 



 89

 

(a) Packet Loss Rate 

 

(b) Average Delay 
Figure 5.14 Threshold vs. System Performance at a Max. Moving Speed of 20m/s 
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(a) Packet Loss Rate 

  

(b) Average Delay 
Figure 5.15 Threshold vs. System Performance at a Max. Moving Speed of 5m/s 
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(a) Packet Loss Rate 

 

(b) Average Delay 
Figure 5.16 Threshold vs. System Performance at a Max. Moving Speed of 0m/s 
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It is obvious that for higher mobility, a lower threshold value needs to be set to achieve 

better performance. However, it is not easy for nodes to decide the mobility rate of the 

network. A node may check its queue length or the collision rate in its area to get the 

estimation of its mobility. From Figures 5.14, 5.15 and 5.16, a threshold of 0.7 gives 

moderate network performance under different mobility rates. Section 5.4 discusses and 

implements a simple solution to change the medium usage threshold dynamically in 

Traffic Balancing. 

 

5.3.5 Information Accuracy 

Traffic Balancing Solution 2 uses one byte in the routing request to record the number of 

overloaded intermediate nodes. However, this byte cannot indicate how heavily these 

intermediate nodes are loaded. Out of all the routes, the one with only one overloaded but 

very heavily loaded intermediate node may not be better than a route with more than two 

overloaded but not very heavily loaded intermediate nodes. Including more detailed 

information with the route requests can allow the sender to choose a better path, with 

more bandwidth available. However, when doing this, several issues need to be resolved: 

• As mentioned in the previous chapter, transmission over the last link has an 

impact on the transmission over the current link, and even the next link. How 

much bandwidth is available at each intermediate node cannot be calculated in 

any simple way. It is related to the number of links that are affected by the current 

link. 

• Recording the available bandwidth in each intermediate node requires more bytes 

to be sent in the route request. Simply accumulating the available bandwidth in 

each intermediate node may not make any difference for Traffic Balancing. As a 

routing request is flooded to the network, the overhead caused by adding more 
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bytes may introduce a high cost to Traffic Balancing, especially when the average 

number of hops is large. 

• Evaluating the paths is a challenge. For example, if one path has one intermediate 

node with 20% of available bandwidth, and the other one has two intermediate 

nodes with 30% of available bandwidth, it is hard to decide which one is better, 

unless the new connection needs more than 20% of bandwidth. 

• Other ways of calculating the weight of each direct radio link face problems 

similar to those listed above. If the weight is related only to the available 

bandwidth (i.e., can be deducted by the available bandwidth), how to record the 

weight of each hop can still be a problem, as mentioned previously. 

 

In conclusion, the complexity and cost of including more detailed information may not be 

worth the effort. 

 

5.4 Adaptive Traffic Balancing 

The aforementioned Traffic Balancing determines the medium state only by the 

percentage of time period that the measured signal strength exceeds the threshold. Some 

important issues, such as node mobility and congestion state, are not considered although 

they also influence the state of the medium. Section 5.3.4 shows that medium usage is 

varied when the mobility of the nodes changes. Moreover, if Traffic Balancing is able to 

adjust the medium usage threshold according to node mobility or congestion state, the 

performance can be largely improved. This section proposes Adaptive Traffic Balancing 

to adjust the medium usage threshold dynamically, according to the number of collisions 

seen by the node. As a result, traffic load can be distributed more evenly and system 

resources can be utilized more efficiently. 
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Figure 5.17 Flow Chart of Adaptive Traffic Balancing 

 

For the purpose of changing the medium usage threshold dynamically, according to node 

mobility, certain parameters are required to designate node mobility or usage condition of 

the medium. During the simulations, it was noticed that the number of collisions that can 

be seen by a given node over a certain period can be applied to specify the node mobility 

or medium usage conditions more precisely than other parameters. Although a node 
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cannot perceive all collisions that happen in its interference range, the frequency of 

observed collisions is still a good parameter for indicating the mobility around it. 

 

Therefore, Adaptive Traffic Balancing measures the medium usage and number of 

collisions over a certain period. Due to a variety of traffic models, the reality is that the 

measurement period for the medium usage and the measurement period for the number of 

detected collisions may not be the same. Further research needs to be done to determine 

the compromise measurement periods that are suitable for both. Based on the number of 

collisions, a suitable threshold is selected and compared with the measured medium 

usage. If the medium usage exceeds the threshold, the overThresholdCounter is increased. 

Otherwise, the route request is simply forwarded to the next node. 

 

Adaptive Traffic Balancing records the number of collisions in the past n milliseconds in 

a similar way that the medium usage at the MAC layer is recorded. In this case, a linked 

list is required. When a collision or a capture is detected, an element is added to the 

linked list to note the time (A capture happens when over two transmissions starts 

simultaneously and one transmission can be received correctly while others are not). 

Meanwhile, the linked list is updated to remove those elements that satisfy the following 

condition: 

Tcurrent_time – Tstart_time > n, 

It also means the elements, i.e. the collisions or captures, which is over n milliseconds old, 

are removed from the linked list because they are not counted for deciding the medium 

usage threshold. When a route request needs to be forwarded, the linked list is checked 

again, and the number of elements that obey the previous condition is calculated as well. 

If the number of collisions in the past n milliseconds is known, a suitable medium usage 

threshold is then selected. 
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Based on the simulation results in Section 5.3.4, Adaptive Traffic Balancing uses a 

simple method to adjust the medium threshold, as described below (shown in Figure 

5.17). For intermediate nodes: Each time a route request is received by a relay node, the 

node checks the number of collisions in the past n milliseconds. If the number is less than 

10, the medium usage threshold is then set to 0.9, assuming that the node mobility in the 

network is low (static). If this number is between 10 and 50, the medium usage threshold 

is set to 0.7. That assumes that the node mobility is moderate (node mobility is less than 

5m/s). Otherwise, the medium usage threshold is set to 0.5 (assuming node mobility is 

high, with a maximum moving speed of 20m/s). After the medium usage threshold has 

been set, the node compares the measured medium usage with the threshold and decides 

whether or not to increase the overThresholdCounter. 

 

In Figures 5.18, 5.19 and 5.20, the results show that Adaptive Traffic Balancing improves 

system performance further in forms of both packet loss rate and average delay. The 

improvement with a maximum moving speed of 20m/s is up to 70%–80% for Adaptive 

Traffic Balancing in the packet loss rate, compared to 50% for Traffic Balancing. Due to 

the number of collisions seen by the nodes, the medium usage thresholds vary at different 

nodes. With this additional information at each node, Adaptive Traffic Balancing is able 

to obtain more information during route discovery and recovery. The chosen path is then 

more feasible in terms of bandwidth availability. When the maximum moving speed of 

the nodes is 5m/s, 0.7 is almost the best value for the medium usage threshold, on 

average; thus the improvement is lower compared to the case when the maximum moving 

speed is 20m/s. When the node mobility decreases, the improvement due to Adaptive 

Traffic Balancing is also decreased, because Adaptive Traffic Balancing and Traffic 

Balancing consume more bandwidth for control information to ascertain a better path. In 

addition, in the 0m/s scenario, there is almost no collision at all. Adaptive Traffic 

Balancing stays at one level (here it is 0.9). The improvement in the 0m/s scenario is 

caused by Traffic Balancing using 0.7 as the medium usage threshold. 
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Figure 5.18 System Performance of Adaptive Traffic Balancing at a Max. Moving Speed of 
20m/s. (Traffic Balancing uses a fixed threshold of 0.7 for all cases.) 
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Figure 5.19 System Performance of Adaptive Traffic Balancing at a Max. Moving Speed of 
5m/s. (Traffic Balancing uses a fixed threshold of 0.7 for all cases.) 
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Figure 5.20 System Performance of Adaptive Traffic Balancing at a Max. Moving Speed of 
0m/s. (Traffic Balancing uses a fixed threshold of 0.7 for all cases.) 
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As only three levels of medium threshold are used in Adaptive Traffic Balancing, the 

improvement is still limited. A more accurate relationship between the mobility and 

collision rate may be realized by carrying out more simulations and observations. 

Therefore, Adaptive Traffic Balancing may be implemented in a more elaborate manner, 

with an increased number of levels. 

 

Figure 5.21 shows a simulated example of the route selection by DSR and Adaptive 

Traffic Balancing. The paths selected by DSR have a tendency to go through the center of 

the network so as to have fewer hops. Thus, the traffic load is concentrated in the center 

and the number of collisions is high. In contrast, Traffic Balancing aims to distribute the 

traffic load more evenly into the network, so some connections are routed towards the 

edges of the network. In this way, the possibility of congestion is smaller, and the number 

of collisions is smaller as well. 

 

 

 



 101

 

(a) Routes Selected by DSR 

 

(b) Routes Selected by Adaptive Traffic Balancing 

Figure 5.21 Snapshot of Paths Selected by DSR and Adaptive Traffic Balancing at the 
Same Time in the Simulation 
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5.5 Simulation Results for other Traffic Models 

This section presents the simulation results for different traffic types. The Poisson 

distribution is popular for describing network traffic. Under this assumption, the interval 

between the arrival times of consequent packets follows an exponential distribution. 

Figures 5.22, 5.23 and 5.24 show the system performance in a wireless Ad Hoc network 

with a size of 1000x1000m2. The packet size was 128 bytes, the measurement period was 

fixed at two seconds and each communication pair generated a traffic load of 2x10Kbps. 

Adaptive Traffic Balancing used three levels (0.5, 0.7 and 0.9) to indicate the medium 

state, based on the collision rate. The results were averaged over five runs (five scenarios). 

 

The results show that the trend is similar to the CBR results. Improvement increases with 

the mobility of the nodes. When the packet loss rate was around 10% for DSR, Adaptive 

Traffic Balancing decreased the packet loss rate by more than 50%. Meanwhile, in both 

the 20m/s and 5m/s cases, the average delay to transmit a packet went up slower using 

Adaptive Traffic Balancing when the traffic load increased. In static scenarios, when the 

traffic load went up extremely high (the number of connection increases), DSR started 

outperforming Traffic Balancing. First, extreme congestion caused the routing protocol to 

generate more routing traffic, and Traffic Balancing generated more routing traffic than 

DSR. Second, with an extremely high traffic load, the network had already reached its 

capacity and there was no room for Traffic Balancing to find alternative paths to increase 

performance. These two reasons together explain why Traffic Balancing performed 

poorly at an extremely high traffic load. 
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(a) Packet Loss Rate 

 

(b) Average Delay 

Figure 5.22 System Performance with Poisson Traffic Model at a Max. Moving Speed of 
20m/s 
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(a) Packet Loss Rate 

 

(b) Average Delay 

Figure 5.23 System Performance with Poisson Traffic Model at a Max. Moving Speed of 
5m/s 
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(a) Packet Loss Rate 

 

(b) Average Delay  

Figure 5.24 System Performance with Poisson Traffic Model at a Max. Moving Speed of 
0m/s 
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More than a decade ago, some researchers observed that real data traffic on the Internet 

has long-range dependence [C84, CB97, BSTW95]. This type of traffic is also termed 

“self-similar traffic.” However, generating long-range dependence traffic artificially is 

challenging work, and researchers are still trying to find a solution for this. One simple 

method of generating traffic that is similar to long-range dependence traffic is to add an 

on/off property to Poisson traffic. When the communication is in the ON state, the nodes 

generate Poisson traffic. Otherwise, the nodes keep quiet. The period of the on/off state 

follows a uniform distribution over 100 seconds. Here the same measurement period and 

thresholds as in the pure Poisson case are adopted. 

 

Figures 5.25, 5.26 and 5.27 show the simulation results from an on/off traffic model. At 

high mobility, Adaptive Traffic Balancing shows dramatic improvements in performance, 

especially with respect to average delay. The performance improvement of Adaptive 

Traffic Balancing is higher than in the case of CBR and Poisson traffic models. One of 

the reasons is that after the OFF state, the former path may become obsolete and senders 

have to request a new path. The new path may be better than the older ones due to 

changes in the topology and traffic pattern. 
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(a) Packet Loss Rate 

 

(c) Average Delay  

Figure 5.25 System Performance with On/Off Traffic Model at a Max. Moving Speed of 
20m/s 
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(a) Packet Loss Rate 

 

(b) Average Delay  

Figure 5.26 System Performance with On/Off Traffic Model at a Max. Moving Speed of 5m/s 
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(a) Packet Loss Rate 

 

(b) Average Delay  

Figure 5.27 System performance with On/Off Traffic Model at a Max. Moving Speed of 0m/s 
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Under both the Poisson and the on/off traffic models, Adaptive Traffic Balancing 

performs better than DSR when the nodes are static and the traffic load is not extremely 

high. Unlike the CBR traffic model, the interval between consecutively transmitted 

packets may be larger than the effective time period of the paths in the cache. For this 

reason, the next packet cannot find a path in the cache, and a new path has to be found 

using new route requests. The new path is located based on the updated network state, 

and may be better than the older path that was found during the initial time period. The 

long interval allows the network a chance to adjust the overall route selection and to 

reach a better traffic load distribution. This property can also provide a feasible 

improvement to the applications that continue sending packets in very short intervals 

using periodic route discovery. Although periodic route discovery may consume more 

bandwidth for routing information, it could balance the traffic more efficiently using 

updated information on current traffic and network topology. 

 

In the future, multimedia traffic will become the major input for wireless Ad Hoc 

networks, such as streaming video (Video on Demand). Some traffic may be bursty and 

some might require low end-to-end delay. Based on the different requirements, traffic can 

be divided into different classes. For those classes that care about end-to-end delay, paths 

with a small number of hops are attractive. For those classes with a bursty traffic load, 

paths with empty queues are preferable, to decrease the chance of packet-dropping. 

Traffic Balancing may provide a solution to deal with these traffic classes and their 

different requirements. Traffic Balancing could set up a medium usage threshold or set of 

thresholds (in Adaptive Traffic Balancing) for each class, according to its QoS. For 

example, setting the threshold close to 100% will allow the sender to choose the shortest 

path that suits the classes that require a low end-to-end delay. 
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5.6 Summary 

The results of the simulation indicate that the traffic load in the center of the network is 

much heavier than in other areas. When the node density reaches a certain level, some 

connections can find alternative paths that bypass the center. As a result, the congestion 

in the central area is decreased, and the utilization of light-loaded areas is improved as 

well. Of the different parameters, the measured medium usage around the nodes provides 

more accurate information about traffic load in the area. In Solution 1, Traffic Balancing 

allows the intermediate nodes to decide whether or not to forward route requests, based 

on the measured medium usage, so that an upcoming connection may find a path without 

having to go through a congested area. In Solution 2, Traffic Balancing embeds the 

measured medium usage of every intermediate node into the routing requests, so that a 

sender is able to choose the path with the lowest number of congested intermediate nodes 

and hops. Although Solution 1 outperformed Solution 2 in some scenarios, Solution 2 

generally offers a larger possibility for a sender to allocate an alternative path. The 

performance of Traffic Balancing relies on two parameters: the medium usage threshold 

and the measurement period. Under different network conditions, such as node speed, the 

medium usage characterizing the heavy-loaded state is different due to the number of 

backoff periods and the length of the backoff period. Thus, the medium usage threshold 

also needs to be adjusted. Adaptive Traffic Balancing alters the medium usage threshold 

based on the number of collisions seen by the nodes, because collision is a major factor in 

backoff and is caused by node movement. Besides CBR, Poisson-distributed and on/off 

traffic was also simulated, and the results showed that long off periods will force new 

route discovery based on updated network state and that the traffic is distributed more 

evenly, resulting in increased protocol performance. 
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Chapter 6. Analysis and Discussion 

 

So far, the performance of wireless Ad Hoc networks has been analyzed with regard to 

both DSR and Traffic Balancing. Even when the simple physical model and only the 

IEEE 802.11 MAC layer are applied, some valuable results have been obtained through 

simulations. The relationships between system capacity, number of users, network size 

and transmission power (also interference range, i.e. the noise-to-signal ratio threshold) 

can be ascertained as well.  

 

The resources in wireless communication system are precious and limited. Using them 

efficiently is crucial as more and more multimedia applications are equipped with mobile 

devices. As an outcome of our simulation, a more efficient approach to utilizing system 

resources and co-operating the related protocols will be designed for real wireless Ad 

Hoc networks. Other research efforts in wireless Ad Hoc networking are also listed in 

this chapter. In order to evaluate network performance more precisely, the impact of a 

more sophisticated physical layer model, advanced wireless communication techniques—

such as directional antenna—and more traffic models—such as real video streaming—

will be briefly discussed. 

 

Moreover, an evaluation is undertaken to verify the effectiveness of Traffic Balancing. 

The comparison with existing techniques that aim to improve system performance 

illustrates that the Traffic Balancing approach performs better because more traffic load 

information is acquired from the physical layer. Some results from the simulations are 

presented in order to support our conclusion. 
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6.1 Performance Comparison 

For the purpose of distributing traffic rationally and efficiently in wireless Ad Hoc 

networks, Traffic Balancing offers an extension to reactive routing protocols in 

improving system performance with only minor additional complexity. In the previous 

chapter (Chapter 5), the improvement of Traffic Balancing over DSR was presented. The 

packet loss rate and the average delay were decreased by exploring unused system 

capacity. Meanwhile, Traffic Balancing was also shown to be superior over other 

proposals that try to distribute traffic based on incomprehensive local load information. 

 

As described in Chapter 2, some researchers have proposed methods that take into 

account the traffic load information of each node locally or partially globally, so as to 

make better routing decisions. These solutions assign a weight to each hop based on the 

collected traffic information, and the sender chooses the path by evaluating the sum of 

the weights. Alternative Path Routing (APR) in [PHST00] is based on the Zone Routing 

Protocol (ZRP), which is implemented differently to other reactive routing protocols. For 

the same reason that APR is not implemented to simulate in NS2, it is not feasible to 

compare the system performance between Traffic Balancing and APR through simulation. 

Load aWare Routing (LWR) in [YKG01] allows intermediate nodes to drop route 

requests whenever the nodes have a heavy-loaded status. In some cases, a connection has 

to go through the busy areas and will not be able to locate a path. The packet loss rate in 

these cases is extremely high. As a result, the performance under LWR is not acceptable 

(the packet loss rate is often extremely high). For this reason, we have not run a 

simulation to compare it with Traffic Balancing. The retransmission rate in Expected 

Transmission Count (ETX) [CABM03] also collects information about the physical 

quality of the wireless radio link, which is not a case in NS2 due to the simple physical 

layer model. Using simulation in NS2 to compare Traffic Balancing and ETX would 

ignore this aspect of ETX, and so we did not run a comparison in the NS2 environment.  

As discussed early in Chapter 2, the overhead caused by probe messages could be very 
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high depending on how accurate the measurement needs to be. When network starts to be 

congested in middle area, the overhead of probe messages will accelerate the congestion 

and the performance will be very poor. In the future work mentioned in Chapter 8, a more 

sophisticated physical layer model will be developed and the comparison between ETX 

and Traffic Balancing will be conducted. 

 

Two approaches (Dynamic Load-Aware Routing (DLAR) [LG01] and Load-Balanced 

Wireless Ad Hoc Routing (LBAR) [ZH01]) were implemented in the NS2 simulation 

environment to compare performance in terms of packet loss rate and average delay, 

because both protocols are based on reactive routing protocols. As Load-Sensitive 

Routing (LSR) [WH01] collets the traffic information more than DLAR and less than 

LBAR, LSR’s performance may not be much different from them, and LSR was not 

simulated.  
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(a) Packet Loss Rate 

 

(b) Average Delay 
Figure 6.1 Performance Comparison in Packet Delivery Rate among DSR, Traffic Balancing, 

LBAR and DLAR. 
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The simulation results illustrate that more accurate traffic load information leads to the 

routing protocol making better route decisions and better performance being achieved. 

Through progressive simulations with different scenarios and packet sizes (as shown in 

Chapter 5), it was noticed that these two protocols have the following requirements: the 

packet size should be larger than 128 bytes, communication should be unidirectional, and 

the number of connections cannot be larger than 10 pairs in order for acceptable 

performance to be achieved. As shown in Figure 6.1, even when all these requirements 

are satisfied, their performance is still worse than Traffic Balancing. LBAR has an 

advantage in average delay compared to DSR when traffic load is light. As the traffic 

load goes up, both protocols perform better in terms of packet loss rate, but their average 

delays are much longer than in DSR. Except for the reason mentioned above—i.e. that 

the information collected from each intermediate node is not comprehensive—other 

reasons impede the improvement in performance. In DLAR, the queue size of each node 

is recorded. For those paths with a large number of hops, even if each node has a light-

load status, the cumulative value may still be very large, and larger than the shortest path 

with only one intermediate node that has a full queue. Under these conditions, a better 

path may not be located. Nodes in the congested area that do not carry any traffic have a 

very small weight. The overall weight of the paths going through these nodes may be 

very small. However, choosing these paths may still add traffic load to the congested 

areas. A similar situation occurs in LBAR. Furthermore, LBAR records the number of 

connections in neighboring nodes. If a node is close to two intermediate nodes, the 

number of connections is counted twice. There is then a possibility that the long paths 

might double count the number of connections in the neighboring nodes, resulting in a 

large sum and an incorrect decision might be made in this situation.  

 

As DLAR only checks the local queue length, the collected traffic information is very 

limited. The improvement in performance is negligible. LBAR includes the traffic 

information of neighboring nodes and therefore has a better understanding of the traffic 

state than DLAR. Thus, LBAR can locate better paths and its performance outperforms 
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DLAR, as shown in Figure 6.1. Traffic Balancing effectively uses the traffic information 

over the entire network and the routing decision is improved. Therefore, Traffic 

Balancing performs better than both DLAR and LBAR. 

 

6.2 Statistical Analysis 

In the previous chapter, we showed and compared the simulation results for both DSR 

and Traffic Balancing under different scenarios. Although Traffic Balancing 

outperformed DSR in terms of both packet loss rate and average delay, the comparison 

was made based on an average over five or ten workloads, and further statistical analysis 

is required to show whether Traffic Balancing really is better than DSR from a statistical 

point of view. 

 

In fact, it is not possible to acquire a perfect estimate of the mean of the packet loss rate 

and the average delay from a finite number of samples. What we can do is to get the 

confidence interval for the mean [J91]. Based on the simulation results from 15 runs in 

1000x1000m2 networks with 100 nodes at a maximum moving speed of 20m/s, 

confidence intervals of 90% for both DSR and Traffic Balancing have been calculated 

and plotted in Figure 6.2. The connection is bi-directional and generates CBR traffic at a 

rate of 5.3Kb/s. With a 90% confidence interval, Traffic Balancing demonstrates its 

superior performance to DSR in terms of average delay. Even though the traffic load is 

extremely light, the average delay with Traffic Balancing is still smaller than the delay 

with DSR. The 90% confidence intervals for the packet loss rate in DSR and Traffic 

Balancing overlap when the traffic load is not overwhelming (the packet loss rate is less 

than 40%). Thus, by looking only at the 90% confidence interval of the packet loss rate 

from Figure 6.2 (a), it is not convincing to argue that Traffic Balancing performs better 

than DSR statistically, and more complex analysis is required to demonstrate whether or 

not Traffic Balancing outperforms DSR. 
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(a) Confidence Interval of 90% for Packet Loss Rate 

 

(b) Confidence Interval of 90% for Average Delay 

Figure 6.2 Confidence Interval of 90% for Performance of DSR and Traffic Balancing 
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We conducted 15 experiments on both DSR and Traffic Balancing, such that there was a 

one-to-one correspondence between the two protocols. Thus the observations were paired 

and the analysis is relatively straightforward. The difference in performance was 

computed as the performance of Traffic Balancing, minus the performance of DSR. The 

90% confidence intervals for the difference were constructed as shown in Figure 6.3. 

Except for the case of six communication pairs, the 90% confidence intervals for other 

cases do not include zeros for differences in both average delay and packet loss rate. This 

means that the differences are statistically meaningful and that Traffic Balancing has a 

smaller packet loss rate and average delay with 90% confidence, when traffic load in the 

network is not too light. 
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(a) Difference in Packet Loss Rate 
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(b) Difference in Average Delay 

Figure 6.3 90% Confidence Intervals for Difference in Performance 
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6.3 Network Size vs. System Capacity 

Because the transmission power of mobile equipment in wireless Ad Hoc networks has 

an upper limit, the direct radio connection distance is limited. When the distance between 

sender and receiver is too great, some intermediate nodes are needed to relay the packets. 

The number of hops that a connection uses to transmit packets is equal to or greater than 

the value of the distance divided by the maximum transmission range. 

 

If two radio links are far apart (over interference range), both transmissions can take 

place simultaneously without interference to each other. Therefore, if the network size 

increases, more radio transmissions can occur at the same time. However, when a 

network size increases, the distance between sender and receiver also increases, and so 

does the number of hops that a connection experiences. The resources required by a 

connection are equal to the value of the number of hops, multiplied by the data rate. 

 

As shown in the contour plot (Figure 6.4) of packet loss rate in DSR, if performance 

remains constant, a larger network will accommodate fewer communication pairs. 

Because a connection with more hops consumes more resources, the total consumed 

bandwidth is restricted to a certain range. The relationship between the end-to-end 

capacity and the network size roughly follows O(n/ n ), as described in Chapter 3. 
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Figure 6.4 DSR: Contour Plot of Packet Loss Rate vs. Network Size and Number of 
Communication Pairs 

 

After applying Traffic Balancing (see Figure 6.5), the upper limit bound of the contour 

picture is almost the same. This means when the traffic load is high, all of the system 

capacity is utilized and it is almost impossible for a routing protocol to find more 

resources. Traffic Balancing pushes the lower lines up so more communication pairs can 

be supported under the same performance requirements, or better performance can be 

reached with the same number of communication pairs when the total traffic load is 

medium. 
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Figure 6.5 Traffic Balancing: Contour Plot of Packet Loss Rate vs. Network Size and 
Number of Communication Pairs 

 

6.4 Node Mobility vs. System Capacity 

The mobility of the nodes leads to topology changes and causes link failures. If nodes 

move at a high speed, more system bandwidth is used for the control information that is 

required for route rediscovery and packets retransmission after collision (backoff period). 

Looking at the 1000x1000m2 network with 100 nodes, to provide at most a 10% packet 

loss rate for CBR traffic (5.3Kbps) with a maximum link capacity of 2Mbps, nodes with 

a maximum speed of 0, 5, and 20m/s can support 13, 10, and 9 simultaneous 

communication pairs for Traffic Balancing, and 13, 9, and 7 pairs for DSR, respectively. 

The relationship between maximum speed and number of communication pairs is not 

linear, because when the nodes are fixed in one place, the control overhead occurs only at 

the beginning of the simulation and route discovery will not happen after a route has been 

set up. Therefore, plenty of bandwidth is available for data transmission. 
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However, the physical model implemented in NS2 is simple. No fading or shadowing is 

considered. Thus, when the nodes are fixed, the nodes in the communication range will 

never experience route failure after the route has been set up. In the real world, a radio 

link may suffer temporary power degradation, and that may cause link failure. Depending 

on the environment, even with nodes in fixed position, the topology of the network may 

change frequently and route rediscovery may happen often. 

 

Table 6.1 shows the system utilization under different speeds (both the data packet and 

the control information packet are included) with network size at 1500x1500 m2. The 

estimated system capacity of the network is around 4.72Mbps (see Chapter 3). The 

utilization of the system is already very high when all nodes are motionless. While there 

is movement, the system utilization is lowered due to the collisions and following the 

backoff period. Decreasing the possibility of collision may greatly improve system 

performance. 

 

Maximum moving 

speed (m/s) 

0 5 20 

System utilisation 

(Mbps) 

4.5 2.4 2.2 

Percentage of 

increased utilisation 

compared to DSR 

2% 20% 22% 

Table 6.1 System Utilization with Different Node Moving Speeds for Traffic Balancing. 
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When Traffic Balancing (fixed medium usage threshold at 0.7) is implemented, system 

utilization increases, especially for mobility scenarios (see Table 6.1). The utilization 

increases by 20% and 22% for a maximum speed of 5m/s and 20m/s, respectively. 

Obviously, the performance improves because Traffic Balancing uses more system 

resources and increases the system utilization. 

 

6.5 Diversity vs. System Capacity 

In Chapter 5, our simulations showed that Traffic Balancing does improve system 

performance. Even when all nodes are static, Traffic Balancing may improve system 

performance under certain scenarios (on/off and Poisson traffic model). This 

improvement in static scenarios depends on the possibility that an alternative path with 

low traffic load is available, and the senders have to rediscover a path after a certain long 

interval. Unlike in the static scenario, when there is movement, the nodes may migrate to 

any place in the network, and the possibility of locating a better path is fairly high. For 

this reason, Traffic Balancing can always be advantageous when there is movement. 

 

To illustrate that Traffic Balancing can bring more improvements if more alternative 

paths are available, a three-dimensional area network was simulated. The number of 

nodes in the network remained at 100. All senders and receivers were on the second floor 

of the theoretical building, while some other non-active nodes were randomly distributed 

on the first and third floors so that some alternative paths could be found through the 

nodes on these floors. Ceilings and floors added 20dB attenuation to the receiver power, 

and the distance between the two floors was set to 3 meters. 

 

To show the benefits of diversity, the simulations were carried out for both 2D and 3D 

networks with the same number of nodes. In the 3D network, our protocol explored 
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available paths on different floors, so the possibility that a connection could find multiple 

lightly loaded paths increased. The average number of paths found in the  3D scenario 

simulation was 3.7, while only 3.2 paths were found in the 2D scenario. Similar to our 

deduction in the 2D scenario, only one case of improvement in five scenarios occurred 

when the network size was 750x500 m2. 

 

It is obvious that Traffic Balancing can benefit the system if more alternatives available. 

Achieving this diversity is the challenging issue. When designing an Ad Hoc wireless 

network, some nodes that do not generate any traffic and are used only to forward packets 

for other nodes can purposely be put into the network to make sure that all areas in the 

network are covered and more alternative paths found.  

 

If there exists more than one radio channel in a wireless Ad Hoc network, more diversity 

is provided to the system and Traffic Balancing can benefit from this.  In route requests, 

each radio channel has its own overThresholdCounter. The sender broadcasts the route 

request in only one of the channels and the relay nodes increase the 

overThresholdCounter of each radio channel—or not, depending on the medium usage in 

each radio channel. Then either the sender or the receiver could compare all the paths in 

all the radio channels to choose the path with the least number of congested intermediate 

nodes and hops. As more choices (or paths) exist in multi-radio channel networks, Traffic 

Balancing could balance the traffic load more evenly and increase efficiency. 

 

Hypothetically, diversity comes not only from the space and resource allocation, but also 

from the traffic. Non-uniform traffic also leads to unevenly distributed traffic in the 

system. Traffic balancing can control the system load intelligently in order to reach a 

better throughput. 
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6.6 Packet Loss and Routing Overhead 

The reasons for a packet being dropped can provide a more detailed description of system 

performance when DSR is deployed. The bottleneck of the system will be determined and 

some refinements may be proposed based on this information. 

 

Total number of packets generated 94734 

Total number of packets dropped 18297 

1. Number of packets dropped by IFQ (Full Queue) 18033 

2. Number of packets dropped by RTR (Route Agent) 264 

a. Number of packets dropped because of NRTE (No Route) 262 

b. Number of packets dropped because of CBK (Call Back) 2 

Table 6.2 Number of Packets Dropped in Stationary Scenario 

 

Table 6.2 shows the number of packets that are dropped in one simulation run. In this 

scenario, all nodes are stationary. The reason why most packets are dropped 

(approximately 98.56% in total) is queue overflow (IFQ). Due to heavy traffic load, 

packets being transmitted are always in collision and have to be retransmitted. An 

increasing number of incoming packets will find a full queue and are dropped. As the 

traffic load in this area exceeds the network capacity and congestion continues for a while, 

the number of packets dropped continues to grow. A small number of packets were 

dropped by the router (around 1.44% of the total dropped packets). Most were dropped 

because no route was found. Two of them were dropped by the MAC layer. Overall, the 

main impairment was due to congestion. 
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Table 6.3 compares the packet loss statistics between DSR and Traffic Balancing for the 

same scenario (maximum speed: 5m/s; network size: 1000x1000m2). The total number of 

packets dropped decreased from 21.71% to 5.85%. Most of the improvement results from 

reducing the packets dropped by IFQ (queue overflow). Traffic balancing does well in 

distributing the traffic load evenly into the network. The number of packets dropped by a 

router was reduced only minimally. This reduction may also be caused by traffic load 

distribution. Less congestion leads to less retransmission, and the control information can 

therefore be accessed by the sender on time. 

 

Protocol DSR Traffic 

Balancing 

Total number of packets generated 63155 63155 

Total number of packets dropped 13708 3693 

1. Number of packets dropped by IFQ 11477 1881 

2. Number of packets dropped by RTR 2231 1812 

a. Number of packets dropped because of NRTE 2171 1812 

b. Number of packets dropped because of CBK 60 0 

Table 6.3 Packet Loss Statistics of DSR and Traffic Balancing 

 

As Traffic Balancing compares all possible paths between the sender and receiver, it 

cannot use salvaging, gratuitous route repair, and promiscuous listening to decrease the 

amount of routing packets. The results of the simulations show that if all nodes in the 

network have no routing information at the beginning, Traffic Balancing generates 50% 
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more routing packets compared to DSR. Here, the size of network is 1000x1000m2, and 

the average number of hops is about 2.6 for DSR. However, as Traffic Balancing 

decreases the chance of congestion in certain areas, the chances of a link being broken 

due to the collision and backoff period are reduced. Hence, the chance of route 

rediscovery is smaller, and the total number of routing packets is decreased when Traffic 

Balancing is used. As shown in Figure 6.6, after the initiation of the simulation, Traffic 

Balancing only required 50% of routing packets that were generated by DSR. 

 

Figure 6.6 Percentage of Routing Packets to Total Packets for DSR and Traffic Balancing. 

 

6.7 Correlation with PHY/MAC/APPLICATION 

As previously described (see Formula 5.1), a plain physical layer model was applied in 

the simulations in order to simplify the system and accelerate the simulation. However, in 
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a real network, a radio connection experiences severe fading and shadowing. The 

transmission range and interference range are no longer perfect circles. They are irregular 

shapes and vary with time. 

 

The irregular shape of the transmission range and the interference range forms 

extraordinary topologies of the networks. For example, a network may be divided into 

two sub-networks, which are connected through two separated links. One of the links 

might be used by most users due to the characteristics of the shortest path routing 

algorithm. Therefore, even if the overall traffic load in the network is not heavy, the 

system performance may be unacceptable, for the reason that one link cannot handle all 

the traffic. With the benefits of Traffic Balancing, a partial load can be balanced from this 

heavily loaded link to the other link. As a result, the performance will be improved and 

the network resources will be utilized more efficiently. 

 

Due to variation in the wireless environment, such as objects moving, the shape of the 

transmission range and interference range also changes. This change may lead to a 

change in the topology of the network and may have an effect similar to node movement. 

Traffic Balancing could then improve system performance by redirecting the traffic load 

after the link has broken and route rediscovery has begun. 

 

Fading is usually the consequence of multipath propagation, node movement, and the 

movement of the surrounding objects. The effect of fading is a rapid change in signal 

strength over a small travel distance or time interval. Thus, a direct radio link is not stable 

and a high bit error rate may occur from time to time. A high bit error in a link results in 

packet corruption and retransmission, and the capacity of the link is decreased as well. 

Therefore, in a realistic wireless environment, Traffic Balancing may adjust the medium 

usage threshold based on each radio link, to reflect the real capacity of each radio link. 
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The faded radio link will then have a low threshold of medium usage and traffic will be 

routed to avoid traveling through the faded radio link. 

 

To combat the unstable wireless environment and decrease interference, some advanced 

techniques, such as directional antenna and power control, are proposed. These 

techniques may be applied along with Traffic Balancing to further extend system 

utilization. It is essential to provide QoS to applications in a wireless Ad Hoc network to 

make it comparable to other types of networks. Traffic Balancing has a significant 

potential to offer QoS for wireless Ad Hoc networks. A brief description of these 

techniques is given below, together with some existing methods and their challenges 

when they are deployed in wireless Ad Hoc networks. 

 

6.7.1 Directional Antennas 

The electromagnetic energy of the signal in omnimode transmission is spread over an 

enormous region of space, while only a small portion of it is received by the intended 

receiver. A directional antenna is a technology proposed for dealing with this problem. 

By using M elements, this kind of antenna transmits in directional mode, which means 

that the electromagnetic waves are enhanced in certain directions while they are canceled 

in others, resulting in an amplified signal that is directed to certain positions. Because 

they incorporate these main characteristics, directional antennas constitute an attractive 

component for all wireless devices. 

 

Directional antennas have many potential benefits for wireless Ad Hoc networks. The 

nature of the directional transmission results in spatial reuse, as multiple transmissions 

can take place in the same neighborhood without destroying the transmitted packets. At 

the same time, the directional transmission increases the signal energy in the direction of 
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the receiver, resulting in an expanded coverage area. These two benefits result in an 

increase of the channel capacity. 

 

Research in [PS03, SR03, YPK03, BPSUHP03] analyzes the capacity improvement of 

wireless Ad Hoc networks through the use of directional antennas. Based on the approach 

in [GK00], [YPK03] finds that the improvement can reach a factor of 
αβ
π2 . Here α and 

β are the beamwidths in radians of transmission and receiving directional antennas, 

respectively. [PS03] formulates the capacity as a multi-commodity flow problem and 

gives the gain of maximum stable throughput to be, at most, Θ(log2(n)) (here n is the 

number of nodes in the network), due to the usage of multiple simultaneous arbitrarily 

narrow beams. However, the result from [BPSUHP03] shows that the overall system 

performance in every context cannot be improved if only a directional antenna is applied. 

 

Although a directional antenna can improve system capacity, it can also cause problems 

in wireless Ad Hoc networks, e.g. increasing the instances of hidden terminals, deafness 

in routing and control information, and difficulty in determining neighbors’ location. 

Because traditional MAC protocols have been designed for wireless Ad Hoc networks 

with omnidirectional antennas that do not properly support the directional antennas, 

several new MAC protocols are proposed in [KJT03, RSBUT03, HS02]. Problems still 

remain regarding how to evaluate the different paths and how to discover a path quickly. 

As an example, with a directional antenna, each node has to send or forward route 

requests in every direction one by one, and it might take a very long time to set up a 

connection. If the nodes return to the omni-directional antenna when sending or 

forwarding route requests, some advantages of the directional antenna are lost. 
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6.7.2 Power Control 

Power control has been studied extensively in the context of cellular radio systems, both 

channelized and CDMA-based. Distributed iterative power control algorithms have been 

introduced for cellular systems, and convergence results have been established. Power 

control has received a lot of attention recently, for two primary reasons. First, power 

control has been shown to increase spatial channel reuse, hence increasing the overall 

channel utilization. This issue is particularly critical given the ever-increasing demand for 

channel bandwidth in wireless environments. Second, power control improves the overall 

energy consumption in a wireless Ad Hoc network, consequently prolonging the lifetime 

of the network [MK04]. 

 

The basic suggested power control scheme is based on the IEEE 802.11 MAC protocol 

and works in each RTS/CTS/DATA/ACK loop [AKKD01, FTK02, MBH00]. The 

RTS/CTS uses the maximum power level, while DATA/ACK uses the minimum required 

power level. However, decreasing transmission power shrinks the sensing zone of the 

node, and it may lead to packet collisions during the DATA/ACK period. In order to 

eliminate this asymmetrical link phenomenon, [LKL03] proposes using a short power 

control packet in a separate power control channel to inform the neighbors of the 

transmission power level. [MK04] chooses to control the power level of routing requests 

so that a power-efficient network topology can be built. [EE02, YSL04, PS02] coordinate 

a group of nodes into a cluster and set the power level of each cluster, thereby eliminating 

the asymmetrical link problem. 

 

As the IEEE 802.11 MAC protocol may not be the best multiple access control protocol 

for wireless Ad Hoc networks from other aspects, it is difficult to adapt some power 

control schemes to new MAC protocols that may not have an RTS(request to 

send)/CTS(clear to send)/DATA/ACK loop. Some schemes require extra traffic or extra 
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bandwidth to handle information concerning power level. In addition, no scheme takes 

into account traffic models and node movement patterns that have a significant impact on 

system performance under power control. 

 

The implementation of both the directional antenna and power control requires more 

sophisticated routing algorithms. Furthermore, if traffic concentrates on certain links due 

to the routing algorithms, a directional antenna and power control still won’t be able to 

improve system performance, since the bottleneck is the capacity of certain links. Thus, 

Traffic Balancing is needed to balance the traffic load over the entire network before a 

directional antenna or power control can further improve system performance. 

 

6.7.3 Quality of Service (QoS) 

In most applications, and especially if wireless Ad Hoc networks are to be commercially 

viable, quality of service is an essential component. QoS aspects include bandwidth, 

delay and delivery guarantees. It has been proposed that to achieve reliable QoS, wireless 

Ad Hoc networks will require traffic engineering capabilities, and providing these 

capabilities will require the cooperation of three components:  a QoS-capable medium 

access control protocol; a resource reservation scheme; and a QoS routing protocol 

[PH02]. 

 

Most early research on QoS focused on designing QoS routing protocols [CM01, CN99, 

LL99]. Later, more researchers found that it is difficult to satisfy QoS guarantees solely 

in higher layers without support from the MAC layer [XL04, SK99]. [SV04, CP03] move 

further into the physical layer to ensure certain QoS requirements. Research in [PP03] 

provides a theoretical analysis for QoS implementation in wireless Ad Hoc networks, if 

global information can be acquired. 
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IEEE 802 has defined a new MAC protocol (IEEE 802.11e) to support QoS, and more 

research groups are still working on the MAC layer to address multichannel problems 

and be more efficient [RP03, CSC03, CCG00]. A lot of research still needs to be done to 

address QoS implementation, which may combine techniques from all layers. 

 

Traffic Balancing selects paths based on the number of relay nodes over the medium 

usage threshold. If different medium usage thresholds are set for different applications, 

some application requirements will be guaranteed. For example, the medium usage 

threshold for a delay-sensitive application should be larger than the medium usage 

thresholds for other applications. Traffic Balancing will then allow delay-sensitive 

applications to select paths that are shorter than the other applications. Traffic Balancing 

can match different service classes against different thresholds to meet their QoS 

requirements. 

 

6.8 Evaluation of Traffic Balancing 

Reactive routing protocols aim to find a path as quickly as possible when a packet with 

an unknown route needs to be delivered. However, a fast response may not reflect the 

overall system state. The routing packets have a higher priority and are processed in 

advance of the data packets, and it then takes a shorter period for the routing packets 

from sender to destination. To overcome this shortcoming, more traffic load information 

is required to make better routing decisions. 

 

By measuring the medium usage around the node, Traffic Balancing adds accurate traffic 

load information to the routing packets. This measured medium usage includes all 
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activities in the network so that the route decision will be more optimal. Traffic 

Balancing shows fairly constant improvements in terms of both packet delivery rate and 

average delay, even compared to other traffic distribution solutions, which only collect 

some traffic load information. In some cases, keeping away from the congested area leads 

to longer paths, which may increase the average delay for these rerouted connections. 

However, decreasing the traffic load in congested areas reduces the delay of connections 

going through the congested areas, and the overall average delay is smaller. 

 

When comparing system performance with two other traffic distribution proposals 

(DLAR and LBAR), it is worth noting that more traffic load information can help routing 

protocols make better route decisions. As Traffic Balancing acquires most of the traffic 

load information in the network, it outperforms the other proposals. Statistical analysis 

shows that Traffic Balancing outperforms DSR in term of average delay, with 90% 

confidence. By analyzing the difference in performance for both Traffic Balancing and 

DSR, Traffic Balancing does better than DSR with respect to packet loss rate, with 90% 

confidence. Although the network capacity is limited, Traffic Balancing allocates system 

resources more efficiently. The packet loss rate contour plots (Figure 6.4 and 6.5) show 

that Traffic Balancing extends the good-performance region under the limitation of 

network capacity. Traffic Balancing improves system performance dramatically under 

high node mobility, because high node mobility causes a huge number of collisions in the 

congested areas and Traffic Balancing reduces the number of congested areas. With 

fewer congested areas, the number of packets dropped due to full queues is diminished, 

as shown by the statistics of dropped packets in Tables 6.2 and 6.3. In addition, fewer 

congested areas lead to a lower number of links broken, with less control traffic then 

generated for route rediscovery in Traffic Balancing (as shown in Figure 6.6). More 

diversity from space, resource allocation, and traffic pattern enable Traffic Balancing to 

further increase in efficiency. Several advanced techniques, such as directional antennas 

and power control, are proposed to increase system capacity, but unacceptable 

performance may still occur without assistance from Traffic Balancing. Overall, Traffic 
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Balancing provides more advantages than other proposals, in terms of diversity, 

complexity or topology information. Meanwhile, it also brings out ideas for offering QoS 

in the IP layer and extending system capacity further, by combining it with other 

techniques at the physical layer or data link layer. 

 

6.9 Summary 

Compared to other load balance proposals for wireless Ad Hoc networks, Traffic 

Balancing is more stable and fits with most scenarios and for various types of traffic 

model, because the information collected by Traffic Balancing includes all activities in 

the network. Statistically, Traffic Balancing shows its superior to DSR, with 90% 

confidence. In general, the size of a wireless Ad Hoc network determines the average 

number of hops between sender and receiver. The bigger the network is, the larger the 

average number of hops is. More resources are required for each connection and the 

number of control packets will increase. Although the capacity also increases with the 

size, the overall throughput still degrades. Node mobility causes collisions, especially in 

congested areas. Traffic Balancing moves the traffic load from the congested areas, so 

that the number of collisions is decreased and system utilization is improved. Traffic 

Balancing improves system performance by locating alternative paths through fewer 

congested intermediate nodes. More paths provide more choices for Traffic Balancing. 

The number of data packets dropped due to full queues in congested areas is large for 

typically on-demand routing protocols, such as DSR. With Traffic Balancing, the 

prospect of overflowing queues decreases dramatically. A realistic physical layer model 

is complex to simulate, but may provide more diversity, from which Traffic Balancing 

could benefit. Recently, there has been more research on directional antennas and power 

control with the aim of improving the system capacity. In addition, researchers are 

working on how to provide QoS in wireless Ad Hoc networks. Some advanced physical 

layer techniques could improve system performance, but without Traffic Balancing, some 

routing problems still limit the potential for improvement.  
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Chapter 7. Wireless MESH Network 

 

In a wireless Ad Hoc network, information is exchanged mostly between users, such as 

users playing interactive video games. In the future, more and more people will demand 

Internet access through wireless Ad Hoc networks. Several access points may be 

deployed in wireless Ad Hoc networks for people connecting to the WWW or other 

Internet services. This kind of wireless network is called a wireless mesh network 

(WMN), and still has nodes that need to relay packets for other users. 

 

The meshed topology provides an efficient alternative to other broadband technologies, 

including cable, digital subscriber line (xDSL), broadband wireless local loop, and 

satellite Internet access. In downtown areas with a high density of mobile users, WMNs 

have significant advantages in Internet service offering. As more access points are 

installed in the same area, network capacity could be increased. 

 

Despite the recent startup surge in WMNs [W00], a great deal of research remains to be 

done before WMNs realize their full potential. In this chapter, a brief description of 

wireless mesh networks is presented. The issues that may affect the performance of 

WMNs are discussed, and the ways in which Traffic Balancing could solve some of them 

are also addressed.  

 

7.1 Overview of WMN 

Figure 7.1 depicts a possible wireless mesh network scenario. In a WMN, several access 

points (G1 to G4), which have other communication methods of connecting to the 

Internet, are deployed, and they do not have to cover all the areas of the network. If the 
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node density is at certain level, most nodes can reach the access points in a few hops to 

access the Internet. Therefore, WMNs have several significant advantages [W00]: 

• Very high coverage levels with very low initial investment. 

• Excellent spectral efficiency. 

• Complete flexibility in service delivery. 
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Figure 7.1 Example of Wireless Mesh Networks 

 

Unlike wireless Ad Hoc networks, traffic in WMNs concentrates in the area around the 

access points and the throughput of each node decreases as O(1/n), where n is the total 

number of nodes in the network [JS03]. However, if there is more than one access point, 
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a mobile node is able to choose a feasible path leading to one of the access points. Here 

we assume that a protocol takes responsibility for coordinating among the access points. 

Therefore, a node can change the path that may lead to different access points, without 

worrying about the interruption of ongoing communications (similar to handover in 

cellular systems). If desired, repeater nodes (or pure wireless routers) can be deployed to 

extend the coverage, or to improve the performance of the network. The access points in 

WMNs can be added one at a time, as needed. Adding more access points will increase 

not only the capacity of the network but also its reliability.  

 

7.2 Problems with Implementation 

Several problems must be addressed in order to offer proper services to users. These 

problems are related to the fairness in throughput and efficiency in resource allocation. 

 

7.2.1 MAC Layer Protocol 

The IEEE 802.11 MAC layer protocol is the most popular choice for wireless Ad Hoc 

networks. Under the definition of the IEEE 802.11 MAC layer protocol, all users have 

the same level of priority in accessing the channel, so that the bandwidth can be allocated 

fairly to the nodes with packets in the queue. However, this property is not suitable for 

WMNs when the IEEE 802.11 MAC layer protocol is deployed at the access points. In 

WMNs, practically all traffic is either to or from the access points. When all mobile 

nodes are one hop away from the access points, the traffic load from the access points to 

the mobile nodes is heavier than to the neighboring mobile nodes (if the traffic from the 

mobile nodes to outside the WMNs is equal to the traffic from outside to mobile users, 

access points need half the bandwidth, similar to base stations in cellular networks). For 

example, access point G1 in Figure 7.1 has to compete for bandwidth with mobile nodes 

n3, n6, n14, and n15. If all of them have packets to be sent out, G1 only has about a 20% 
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chance of accessing the medium. Due to the asymmetric throughput around the access 

points, the delay experienced at the access points for those packets addressed to the 

mobile nodes is larger. If the overall traffic load becomes bursty, the data packets from 

the access points to the mobile nodes may be dropped because of full queues. When the 

overall traffic load is over the system limit, the number of packets from access points to 

the mobile nodes is far below the number of packets from the mobile nodes to the access 

points. 

 

Number of Communication 

Pairs 

Packet Loss Rate (in %) Average Delay (in seconds)

uplink  0 0.0225 10 

downlink  0 0.0226 

uplink 0 0.0409 15 

downlink 1.3145 0.7568 

uplink 0.3257 0.0595 20 

downlink 15.6389 1.4513 

Table 7.1 Performance Comparison Between Inside and Outside Traffic for WMNs with 
Two Access Points. 

 

Table 7.1 shows the results taken from simulations where all nodes in the network were 

static. All the results were averaged over 1,000 seconds. The size of the network was 

1000×1000m2, and the number of mobile nodes was 100. Each connection was 

bidirectional CBR traffic with a rate of 5.3Kbps. At very low level of traffic load, both 

directions performed approximately the same. When traffic load reached an intermediate 

level (15 pairs), the downlink packets accumulated in the queues at the access points and 
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the average delay became great (from 0.0226 to 0.7568). Some packets were even 

dropped due to full queues. Meanwhile, the performance of the uplink packets (from 

mobile users to outside) was retained. At a heavy traffic load level, the performance 

became even more asymmetrical. The performance of the downlink was totally 

unacceptable, while the quality of service on the uplink was still fine (the packet loss rate 

was less than 1% and the average delay was around 50ms). 

 

If access points are given more chance to access the medium, downlink data packets 

might not be dropped. Moreover, the delay at the access points can be decreased to 

satisfy the QoS requirements for those time-sensitive applications. One simple solution is 

to keep the CW in the MAC of the access points to the smallest value (CWmin). Then the 

access points can occupy nearly half the bandwidth if the nodes are mobile. However, a 

more rational method is needed to achieve a stable performance in any situation. Local 

coordination may be required to assign access rights to each node or access point. 

Meanwhile, the new protocol should not waste too many resources doing so, and the 

performance of nodes far from the access points should not be impacted too much. 

 

7.2.2 Location of Access Points 

Unlike wireless Ad Hoc networks, the throughput of WMNs is also related to the location 

of the access points, especially when more than one access point is deployed. Obviously, 

fewer hops for each connection lead to a better throughput in the WMN. The best 

location for the access points will be the place where the overall average number of hops 

for all connections is the smallest. 
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Figure 7.2. Performance Depends on Location of Access Points in WMNs. 

 

Figure 7.2 plots the relationship between the position of the access points and the packet 

delivery rate (percentage of generated data packets that are received by the users) when 

the number of connections is kept constant. The network size is 2000×2000 m2 and the 

maximum moving speed for each node is 0m/s (static). There are four access points in the 

network, as shown in Figure 7.3, and the x-axis in Figure 7.2 indicates the distance from 

each access point to the center of the network in a horizontal direction. Similar behaviors 

were noted for networks with two, three, or more access points. 
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Figure 7.3 Position of Access points in Figure 7.2. 

 

DSR’s performance showed minor differences when access points were located in the 

100 to 600m range. When the access points moved further away, the performance 

decreased accordingly. The reason for this phenomenon is that at the corner of the 

network, traffic comes from a quarter of all possible directions (90 degrees), while in the 

middle of the network traffic comes from all directions (360 degrees). Therefore, 

interference at the corners is higher, and all traffic in each sub-network may go through 

the same few intermediate nodes before reaching the access points. On the other hand, 

performance also degrades when all access points move close together (<100 m). In this 

case, as all access points are very close, as if there is only one access point, no additional 

capacity is obtained for the network. 
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However, Traffic Balancing shows a different relationship between the location of the 

access points and system performance. Figure 7.2 shows that the best performance 

occurred when the access points were located around the middle of the sub-network. This 

location may result in the overall average number of hops being smallest. When the 

access points move farther away, performance decreases, for the same reason mentioned 

above. When the access points move closer, Traffic Balancing has a reduced chance of 

finding a better path, because the traffic load will concentrate in the middle anyway. As 

Traffic Balancing requires more control packets, its performance worsens compared to 

DSR when the access points are allocated in the network center. 

 

The above discussion shows that finding the best place for access points is nontrivial. A 

good location can optimize system performance. However, where to locate access points 

may depend on node density, traffic pattern and other issues. In addition, performance 

can be improved by deploying Traffic Balancing, as illustrated in Figure 7.2. In Section 

7.3, we will show how Traffic Balancing benefits WMNs. 

 

7.2.3 Uneven Traffic Load 

There is another problem related to the routing protocol when more than one access point 

is deployed in the network. As all mobile nodes choose the shortest path to one of the 

access points, traffic may concentrate at one access point, due to the position of mobile 

nodes and the traffic pattern. For instance, in Figure 7.4, most traffic goes to access point 

G1, due to the traffic pattern and the routing protocol, even though some of them could 

be routed to access point G2, which is nearby. 
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Figure 7.4 Uneven Traffic Load to Access Point 

 

Table 7.2 shows one simulation result that indicates that access points have different 

incoming traffic when the performance reaches a critical point (packet loss rate reaches 

5%). Meanwhile, Traffic Balancing allows some traffic to be routed away from the busy 

access point to the idle access point, resulting in better overall performance. 
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 Number of 

Access Points

Packet Loss 

Rate 

Number of 

Packets 

(Access Point 1) 

Number of 

Packets  

(Access Point 2) 

DSR 2 7.26% 3993 1104 

Traffic 

Balancing 

2 1.32% 4347 2552 

Table 7.2 Uneven Traffic Load at Access Point 

 

Besides the above problems, there are other issues with the implementation of WMNs.  

• As a node can choose any access point, route discovery has to be broadcast to all 

access points in the network. Afterwards, the connection becomes a peer-to-peer 

one. 

• If the communication is started outside the WMN, all access points need to flood 

the route request in order to find the best path to the receiver, even though the 

receiver may only register with one of the access points. 

 

7.3 Traffic Balancing in WMN 

As mentioned in the previous sections, the efficiency of WMNs is far below optimal 

when there is often an uneven traffic load. Traffic Balancing solves this problem 

efficiently. For example, the node n1 in Figure 7.1 has two available paths to reach the 

access points (path (n1, n3, G1) leads to the access point G1, and path (n1, n4, n5, G4) 

leads to the access point G4). If the nodes n1, n2, n3, n15 and n14 all intend to use G1 as 

an access point, traffic around G1 will be high and the throughput for each user will be 
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very low. If Traffic Balancing is used, n1 will choose path (n1, n4, n5, G4) because the 

traffic around G4 is low. As a result, the throughput of all the nodes can be improved. 

 

The results from Figure 7.2 and Table 7.2 already show that Traffic Balancing performs 

better than traditional DSR in the cases where access points are placed in an appropriate 

position. After balancing traffic from busy access points to idle ones, all access points 

will achieve a higher throughput, as indicated in Table 7.2. For busy access points, 

reducing the traffic load decreases the possibility of collisions, and fewer resources are 

wasted in backoffs. Figures 7.5, 7.6 and 7.7 compare performance in packet delivery rate 

between Traffic Balancing and DSR. The network size was 2000×2000 m2 and two 

access points were placed at (500, 1000), (1500, 1000). Again, the results illustrate that 

the system performance improved dramatically when the nodes were in movement. When 

the traffic load was at an intermediate level (eight–ten connections), Traffic Balancing 

supported over 20% more traffic than DSR did. The improvement in the static scenario 

was negligible because Traffic Balancing required more bandwidth for its control packets 

than DSR did. In addition, a CBR connection was maintained until the end of the 

simulation, so that connections set up early had the advantage of taking the shortest path 

and gave Traffic Balancing less of a chance to find an alternative path for upcoming 

connections. 

 

As WMNs have various traffic patterns, the traffic load around the access points tends to 

be heavy. Thus, the hops closer to an access point should acquire more bandwidth when a 

route decision is made. This information should then be included in the route reply. 

Revisions to Traffic Balancing are necessary in order to fit with the new features of 

WMNs.  
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Figure 7.5 Traffic Balancing for WMN at a Max. Moving speed of 20m/s 
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Figure 7.6 Traffic Balancing for WMN at a Max. Moving speed of 5m/s 
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Figure 7.7 Traffic Balancing for WMN at a Max. Moving speed of 0m/s 

 

7.4 Summary 

WMNs provide Internet services to wireless users and have some similarities to wireless 

Ad Hoc networks. Some nodes in WMNs relay packets for other users, in the case where 

a direct radio link to the access points cannot be found. Because in WMNs most traffic 

comes from and goes to access points, simply adapting protocols from wireless Ad Hoc 

networks to WMNs is not enough. The typical MAC layer protocols give all nodes the 

same level of priority to access the medium, while access points and nearby nodes in 

WMNs may need more access to the medium, especially when the traffic load is heavy. 

Depending on traffic patterns and mobility patterns, traffic may concentrate temporarily 

at one access point. The access point is then overloaded, packets are dropped, and long 

delays are experienced. Simulation results indicate that Traffic Balancing solves this 

temporary overloaded access point problem effectively. However, in order to implement 
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Traffic Balancing in WMNs, the position of the access points is crucial. Usually, the 

center of each subnetwork is the best location to place the access points. 
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Chapter 8. Conclusion and Future Work 

 

In this work, an enhanced routing protocol called Traffic Balancing was proposed to 

improve system performance in wireless Ad Hoc networks. With knowledge of the load 

on the medium along all paths, Traffic Balancing exploits unused network resources and 

routes packets through the appropriate paths. In the proposed Adaptive Traffic Balancing, 

nodes are able to change the medium usage threshold intelligently by checking the 

collision rate in the area, so that the sender collects more accurate network information 

and chooses a better path. The simulation results show that both the data packet loss rate 

and the average end-to-end delay can be decreased by over 50% during congestion. With 

the benefits brought by Traffic Balancing, more connections could be supported with no 

deterioration in quality of service. 

 

We started this research by defining the capacity of the network. With respect to the 

interference range of each transmission node and the size of network, the capacity of the 

network is estimated by a simple geometrical solution. After comparing the estimated 

system capacity and the system utilization, measured through simulations, we found that 

the system utilization is far below the system capacity when nodes are in movement. 

Some of the system resources are wasted by the backoff time after the nodes detect that 

the medium is busy, or a collision is detected. Some of them are never used due to the 

decisions of the routing protocols. Most reactive routing protocols choose the shortest 

path as the default path, and this causes traffic to concentrate in the middle area of a 

network. The resources at the edge of network are then never fully utilized. 

 

As a result of realizing this major shortcoming with existing routing protocols, Traffic 

Balancing was developed to deviate part of the traffic load away from the heavy-loaded 

or central area of the network, if possible. For this purpose, each node continuously 
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measures the medium usage around itself. The measured medium usage includes not only 

the traffic load going through the node and its neighboring nodes, but also all other 

activities in the network, because all activities in the network impact on the accessibility 

of the medium. When a route request arrives, the node appends information about 

whether or not the traffic load in its area is heavy to the request. The sender then chooses 

the best path from all the possible paths. The best path has the least number of heavily-

loaded intermediate nodes, so that new traffic will use the under-utilized system 

resources. Moving traffic from the congested areas to the non-congested areas also 

decreases the possibilities of backoff in the congested areas, and bandwidth wasted by 

backoff periods can thus be recovered. 

 

As the busy state of an area changes under some conditions, such as node mobility, the 

state of medium usage also needs to change, in accordance with these conditions. Traffic 

Balancing is extended to enable nodes to verify the medium state, depending both on 

usage measured and the number of collisions detected in the area. The concept of 

adaptation to congestion states in Traffic Balancing improves the system performance to 

a great extent. If a more precise method of determining the medium state is available, 

senders will be able to obtain more information about the network, so that Traffic 

Balancing can make better decisions. 

 

As an extension of wireless Ad Hoc networks, wireless mesh networks will become more 

realistic and useful for end-users in the future. The current reality is that the 

implementation of WMNs needs to solve the problems related to MAC and routing 

protocols. A severe uneven traffic load problem to access points exists, causing poor 

utilization. Traffic Balancing provides an efficient way of solving this specific problem 

by forcing traffic from busy access points to idle ones. 
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The simulation results show that Traffic Balancing improves system performance with 

respect to packet delivery rate and average delay. However, its maximum potential is still 

under investigation. As shown in Section 5.4, Adaptive Traffic Balancing only allows 

three levels to be adjusted, and the selected threshold may not precisely represent the 

current state of medium. In addition, the duration of the measurement period affects the 

estimation of system utilization; its value can change dynamically according to packet 

size, inter-arrival time between successful data packets, and other information. Setting a 

reasonable value for this period offers a good estimation of the system state, so that 

Traffic Balancing can make better routing decisions. Unfortunately, there is no simple 

way of realizing this optimization. As discussed in Section 5.5, in the cases of Poisson 

and on/off traffic models, simulation results indicate that a cached route may be deleted 

and a new route discovery may start due to the long interval between consecutive data 

packets. Therefore, traffic is balanced upon the updated network state (topology and 

traffic distribution) and the problem of early start-up connections holding onto short paths 

is eliminated. For applications that generate data packets frequently, if the network is 

stationary, forcing route rediscovery after a certain period can balance traffic in a more 

efficient manner. However, there exists a tradeoff between the overhead generated by 

route rediscovery and the interval between route rediscoveries. The shorter the interval is, 

the better the balance of the traffic is. In this case, more bandwidth is consumed by 

routing information. 

 

If more medium usage information or other related information is placed into the routing 

requests, thereby providing a more accurate depiction of the network state, Traffic 

Balancing will make better routing decisions. More research is required to ascertain what 

information can be used or derived from a priori information, and how to use this 

information. Although Traffic Balancing has been developed on the basis of reactive 

routing protocols, it may also be implemented for proactive routing protocols. For 

example, in the Optimized Link State Routing (OLSR) protocol [CJ03], nodes can put 

their current medium usage into the broadcast HELLO message, and eventually all other 
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nodes can reach this information. When a node needs to find a path to another node, it 

could use the information to make a choice that has a lower number of overloaded 

intermediate nodes. However, as it takes some time for medium usage information to 

propagate to all the nodes in the network, the information received by a faraway node 

may become obsolete. Further modifications are required in this case to make Traffic 

Balancing more efficient. 

 

Some other techniques can be adopted to increase the benefits of Traffic Balancing. For 

example, splitting bandwidth into separate channels for different purposes may bring 

more diversity to the network, thus giving Traffic Balancing more of a chance to find 

better communication paths. For QoS requirements, Traffic Balancing can match 

different service classes against different thresholds to meet their requirements. 

 

A very simple physical layer model was adopted during the simulations. In order to 

reflect the real wireless world, channel models need to be revised to cope with fading and 

shadowing. Moreover, various applications imply a more complex traffic model. Formal 

evaluations and usability studies are yet to be conducted for studying the effectiveness of 

Traffic Balancing in more complex traffic load conditions. The impact of advanced 

wireless communication techniques, such as directional antenna and power control, need 

to be considered in future work, to evaluate the possibility of Traffic Balancing 

combining with them and the resulting level of system performance. 
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