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Abstract. There is considerable interest in modeling the performance of ad hoc networks analytically. This paper presents approximate
analytical models for the throughput performance of single-hop and multi-hop ad hoc networks. The inherent complexity of analysis of a
multi-hop ad hoc network together with the fact that the behavior of a node is dependent not only on its neighbors’ behavior, but also on
the behavior of other unseen nodes makes multi-hop network analysis extremely difficult. However, our approach in this paper to analyze
multi-hop networks offers an accurate approximation with moderate complexity. Our approach is based on characterizing the behavior
of a node by its state and the state of the channel it sees. This approach is used to carry out an analysis of single-hop and multi-hop ad
hoc networks in which different nodes may have different traffic loads. In order to validate the model, it is applied to IEEE 802.11-based
networks, and it is shown through extensive simulations that the model is very accurate.
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1. Introduction

There is considerable interest in modeling the performance
of ad hoc networks analytically. The complexity of modeling
the behavior of a node in a multi-hop network grows expo-
nentially with the number of nodes in the network, and this
makes exact analysis extremely difficult [5]. However, the
approach in this paper to analyze multi-hop ad hoc networks
offers a very accurate approximation with only a moderate
amount of complexity. Our approach is based on character-
izing the behavior of a node by its state and the state of the
channel it sees. This approach is used to carry out an analysis
of single-hop and multi-hop ad hoc networks in which differ-
ent nodes may have different traffic loads. As an example, the
model is applied to IEEE 802.11-based networks [4], which
are the most studied ad hoc networks. Note that the MAC
protocol is essentially the same for the various versions of
802.11, viz., 802.11 a, b, and g.

A review of the efforts to analytically model the MAC
layer ofad hoc networks shows that there is no model for
multi-hop ad hoc networks, and there are only models for
saturated single-hop networks. There are reports of attempts
to model multi-hop ad hoc networks, but none of them could
successfully propose a complete model [9, 10].

A model for analyzing the binary exponential backoff
mechanism of 802.11 Distributed Coordination Function
(DCF) was introduced in [1], and it was used to compute
the saturation throughput of single-hop 802.11-based net-
works. In [11] the saturation model proposed by Bianchi [1]
is extended to IEEE 802.11e. A different approach is taken
in [2] to analyze the saturation throughput. In that paper, the
binary exponential backoff mechanism of 802.11 is approx-
imated by a p-persistent mechanism. A simplified model for

the 802.11 protocol is presented in [3]. That paper deviated
from the 802.11 protocol and assumed that all nodes sharing
a medium used the same Contention Window (CW), and the
CW halved upon a successful transmission and doubled upon
a collision. Analysis of single-hop 802.11 based networks in
which different nodes may have different traffic loads is con-
sidered in [12], but the proposed model failed to capture some
aspects of the standard, e.g., after successfully transmitting a
packet the transmitter shall select a random backoff interval
independent of the state of its queue or if a node receives
a packet and the channel is busy it shall select a random
backoff.

The rest of this paper is organized as follows. A list of
notations is summarized in Table 1. The single-hop network
model and assumptions are given in Section 2, and the behav-
ior of a single node is analyzed using a Markov chain model
in Section 3. Throughput and delay analyses of a single-hop
network are presented in Section 4, and numerical results
validating the model are given in Section 5. A through-
put analysis of multi-hop networks is presented in Section
6, and simulation results validating the model are given in
Section 7. The paper is concluded in Section 8.

2. Single-hop network model and assumptions

We consider the following model for the network: (1) The
network consists of n stationary nodes sharing a common
medium, and packets are transmitted from sources to des-
tinations directly. (2) The nodes use the IEEE 802.11 DCF
(either basic mode or RTS/CTS mode) as the MAC proto-
col. (3) Each node has an infinite buffer for storing packets.
(4) Each node has one transceiver operating in half-duplex



76 ALIZADEH-SHABDIZ AND SUBRAMANIAM

Table 1
List of notations.

E[P ] Avg. duration of payload

E[Sb] Backoff service time

E[Tr ] Avg. service time

E[Tt ] End-to-end delay

E[Tx ] Avg. transmission period

E[Tw] Avg. waiting time

m Max. number of retransmissions

m′ Max. contention window

na Avg. nodes in the interference area with an idle
channel

nr Avg. nodes in the Rx exclusive area with an idle
channel

p Probability of packet transmission failure

Pidle Prob that a node and its channel are idle

Pnb Prob. that a node marks the channel busy

Pns Prob. that a node is not involved in communication

Ps Prob. that a busy clot is successful

Ptr Prob. of sensing a busy slot

q Prob. of empty queue after processing a packet

S Throughput

Tb Waiting time for serving a packet

Tc Collision slot duration

Tc0 Period of one collision

Tr Avg. receiving period

Ts Successful slot duration

Ts0 Period of one successful transmission

Tv Vulnerable period

Wi Contention window

W Minimum contention window

� Avg. Rx exclusive area

�D Avg. Rx exclusive area of a random node

λ Avg. new packet arrival rate

τ Probability of transmission in an idle slot

σ Slot duration

σ̄ Avg. slot duration

mode. (5) Packets arrive to a node according to a Poisson
process with rate λ packets. (Even though a Poisson traffic
model is assumed here, the analytical model can be general-
ized to other traffic models. We will assume varying packet
arrival rates later in this paper.) (6) A packet transmission is
considered to be successful if there are no other packet trans-
missions at the same time, i.e., the channel is assumed to be
error-free. On the other hand, if two or more packet transmis-
sions collide, then all of these packets are considered to have
failed (i.e., no capture is assumed) and must be retransmitted.

3. A Markov Chain model for an IEEE 802.11 DCF node

We start by modeling the behavior of a node following the
802.11 MAC protocol. Readers are referred to [4] or [1] for
details of the protocol’s operation. Our modeling approach

is as follows. The transmit and receive states of a node are
modeled differently. The transmit states of a node are mod-
eled using a Markov chain following the approach in [1] as
shown in figure 1. The binary exponential backoff model in
[1] is used in this paper to model the backoff mechanism of
the 802.11 DCF protocol. However, when the traffic is non-
saturating, a node is not in the backoff states all the time,
and additional states are necessary, as shown in figure 1 and
explained later in this section. The success or failure of re-
ceiving a packet is captured as a state of the channel. Thus,
the behavior of a node is completely modeled with the node’s
transmit state diagram and the state of the channel seen by
the node. (The channel state is the same for all nodes in a
single-hop network.)

The state of the channel can be characterized by two
probabilities—ptr (n), defined as the probability that at least
one of n nodes transmits a packet in a random slot, and ps(n),
the probability that there was a successful transmission, given
that at least one node transmitted a packet. Let τ be defined as
the probability that a node transmits a packet in a randomly
chosen slot.

The node’s state diagram is shown in figure 1. In order to
simplify the model, it is assumed that the probability of failure
given a node transmits a packet is independent of the state of
the node, as in [1]. This probability is denoted by p. The fact
that the collided nodes need to wait a timeout period before
sensing the channel (according to the protocol) is ignored in
the model [1]. Furthermore, let q denote the probability that
the node’s buffer is empty after the node finishes processing a
packet in backoff (i.e., either successfully transmits the packet
or drops it because it has been retransmitted the maximum
number of times allowed).

The backoff states are denoted by either (i, w) or (0′, w)
(the need for these states is explained below), where i is the
index of the Contention Window (CW )Wi = 2iW (W denotes
the minimum value of CW) for 0 ≤ i ≤ m′, and Wi = 2m′

W

for m′ ≤ i ≤ m. Here, m is the maximum number of retrans-
missions and m′ defines the maximum value of Wi . The back-
off counter value is denoted by w. (The backoff states, except
(0′, w), are the same as in [1].) The IDLE state is the state in
which a node does not have any packet to transmit. The First-
TX state represents the first transmission of a packet after the
IDLE state if the channel is sensed idle immediately after re-
ceiving a packet. If a packet transmission fails (which occurs
with probability p), the node moves one level down (from
First-TX to backoff level 0 or from level i −1 to level i) in the
backoff states and chooses one of the numbers 0, . . . , Wi − 1
with equal probability 1/Wi . The backoff counter then decre-
ments once for every idle slot sensed. After a node finishes
processing a packet (i.e., either successfully transmitted the
packet or dropped it because it has been retransmitted the
maximum number of times allowed), it resets i to zero and
sets its backoff counter. After expiration of the counter, if the
buffer is empty, the node moves to the IDLE state; otherwise,
it transmits the next packet. In order to capture this process,
two sets of backoff states are introduced corresponding to



ANALYTICAL MODELS FOR SINGLE-HOP AND MULTI-HOP AD HOC NETWORKS 77

Figure 1. The state diagram for an 802.11 node.

i = 0, which are (0, w) and (0′, w). A node chooses one of
the (0′, w) states, if at the time of backoff counter setting,
the transmit queue is empty. If, however, the transmit queue
is not empty, the node starts backoff procedure by choosing
one of the (0, w) states. If a node selects one of the (0′, w)
states, it checks the queue after backoff counter expiration.
If the queue is empty, the node goes to the IDLE state, oth-
erwise it transmits the packet (as shown by the transition to
state (0, 0)). The standard specifies that the backoff counter
is chosen from the range [0,W0 − 1]. We deviate from the
standard slightly and choose the backoff counter from the
range [1,W0] because it simplifies the calculation of the state
probabilities later.

Transitions from state to state occur at the end of channel
slots. Three types of channel slots are defined, each of dif-
ferent duration: idle, fail, or success, depending on whether
a slot on the channel is idle, a collision between two or more

transmissions happened during the slot, or whether a packet
was successfully transmitted during the slot, respectively. The
duration of a channel slot is the period of time that the channel
stays in one state: idle, fail, or success. The average lengths
of idle, successful and failed slots are denoted by σ, Ts , and
Tc, respectively.

The described state diagram is an embedded Markov
chain, since the future state of a node given the present state is
independent of the past, and the state occupancy time depends
on the channel slot time. Next, the transition probabilities for
the state diagram are derived. The transition probability from
state ‘a’ to state ‘b’ is denoted by Pa→b. Then

P(IDLE)→(First−TX) = (1 − ptr (n − 1))(1 − e−λσ ),

P(First−TX)→(0′w) = (1 − p)e−λTs /W0, 1 ≤ w ≤ W0,

P(First−TX)→(0′w) = [(1 − p)(1 − e−λTs ) + p]/
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W0, 0 ≤ w ≤ (W0 − 1),

P(IDLE)→(0,w) = [ptr (n − 1)ps(n − 1)(1 − eλTs )

+ptr (n − 1)(1 − ps(n − 1))

(1 − e−λTs )]/W0, 0 ≤ w ≤ W0 − 1.

(1)

Here, 1−ptr (n−1) is the probability that an idle channel slot
occurs given the node in question is idle. When the node in
question is idle, a successful channel slot occurs with proba-
bility ptr (n − 1)ps(n − 1), and a collision slot appears on the
channel with probability ptr (n − 1)(1 − ps(n − 1)).

The transition probabilities in the backoff states are given
as follows:

P(i,w+1)→(i,w) = 1, 0 ≤ w ≤ Wi − 2, 0 ≤ i ≤ m

P(i−1,0)→(i,w) = p/Wi, 0 ≤ w ≤ Wi − 1, 1 ≤ i ≤ m

P(i,0)→(0,w) = (1 − p)(1 − q)/W0, 0 ≤ w ≤ W0 − 1,

0 ≤ i ≤ m − 1

P(m,0)→(0,w) = (1 − q)/W0, 0 ≤ w ≤ W0 − 1

P(i,0)→(0′,w) = q(1 − p)/W0, 1 ≤ w ≤ W0,

0 ≤ i ≤ m − 1

P(m,0)→(0′w) = q/W0, 1 ≤ w ≤ W0 . (2)

The steady-state distribution of the Markov chain is now
obtained. Let B(i, j ) denote the probability of being in back-
off state (i, j ), and let B(First-TX) and B(IDLE) be the prob-
abilities of the First-TX and IDLE states, respectively. From
the balance equations, one can obtain

B(i, w) =






(1 − p)
∑m−1

j=0 B(j, 0) + B(m, 0),
if i = 0, w = 0

wi − w

Wi

B(i, 0), if 0 ≤ i ≤ m, 0 ≤ w < Wi

W0 − w

W0

[
B(0, 0) − B(0′, 1)

(
1 − e−λσ̄ W0+1

2

)]
, if i = 0, 0 < w < Wi

W0 + 1 − w

W0
B(0′1),

if i = 0′, 1 ≤ w ≤ W0,

B(First − TX) = B(IDLE)(1 − Ptr (n − 1))(1 − e−λσ ) ,

(3)

and

B(IDLE)[(1−ptr (n − 1))(1 − e−λσ ) + ptr (n − 1)

ps(n − 1)(1 − e−λTs )

+ ptr (n − 1)(1 − ps(n − 1))(1 − e−λTc )]

= [qB(0, 0) + B(First − TX)

×(1 − p)e−λTs ]e−λσ̄ Wo+1
2 . (4)

The average time between successive backoff counter
decrements is denoted by σ̄ . By conditioning on the state
of the channel in each slot, given that the node in question is
in backoff, σ̄ can be obtained as

σ̄ = (1 − ptr (n − 1))σ + ptr (n − 1)ps(n − 1)(Ts + σ )

+ptr (n − 1)(1 − ps(n − 1))(Tc + σ ) . (5)

Finally, B(0, 0) can be found by noting that the steady-
state probabilities sum to one. In order to determine state
probabilities, the value of q needs to be calculated. Recall
that q is the probability that the transmit queue is empty
when a node finishes processing a packet in backoff. In other
words, q is the probability that there is no other packet to
be processed after processing a packet in backoff states. This
happens when the node enters the backoff states with exactly
one packet to transmit, and no new packets arrive until the
packet’s processing is finished. Note that entering the backoff
mode with exactly one packet and not receiving a new packet
while processing a packet are statistically independent events.
If the time it takes to process a packet in backoff mode is
denoted by Sb, then q is (approximately) given by

q = e−λE[Sb] Prob( One pkt. in buffer when entering

backoff). (6)

As a further approximation, it is assumed that the probability
of entering backoff with one packet is one. For light loads,
this is a reasonable assumption because backoff states are
rarely visited, and the probability of entering backoff with
more than one packet is likely to be very small. For heavy
loads, q is almost zero because of large λ and large Sb, and
is therefore insensitive to the probability of entering backoff
with exactly one packet. The backoff service time, Sb, is the
duration of time that is spent in backoff states before a packet
is transmitted successfully or dropped due to the maximum
retransmission constraint, given that backoff mode is entered
by a node for this packet’s transmission. One can obtain Sb

by determining the time spent in backoff states conditioned
on the event that a packet is successfully transmitted after
i collisions, 0 ≤ i < m, or dropped after m collisions, once
backoff is first entered. Thus,

E[Sb] =
m−1∑

i=0

pi(1 − p)

(

Ts + iTc +
i∑

j=0

wj − 1

2
σ̄

)

+pm

[

Ts(1 − p) + pT c + mTc +
m∑

j=0

wj − 1

2
σ̄

]

.

(7)

After some algebra, we get:

E[Sb] = (1 − pm+1)

(

Ts + Tcp − σ̄ /2

1 − p

)

+σ̄

(∑m
i=0 Wip

i

2

)

, (8)
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where

m∑

i=0

WiP
i =






W (1 − (2p)m+1)

1 − 2p
, m ≤ m′

W (1 − (2p)m
′+1)

1 − 2p

+Wp(2p)m
′
(1 − pm−m′

)

1 − p
, m > m′.

(9)

Now all the state probabilities have been found as functions
of p, ptr (n − 1), and ps(n − 1). The probability, τ , that a
station transmits in a randomly chosen idle slot can be found
as

∑m
i=0 B(i, 0) + B(Fist − T X).

Note that a node’s state diagram depends only on the chan-
nel states and the packet arrival rate at that node and not on the
packet arrival rates at other nodes. Therefore, the steady-state
probabilities and the value of τ can be found independently
for each node as a function of channel state probabilities. The
next section shows how the channel state probabilities can,
in turn, be expressed in terms of each node’s τ .

4. Single-Hop network analysis

We are now ready to present the throughput and delay anal-
yses for a single-hop network.

4.1. Throughput analysis

Now, consider the n-node single-hop ad hoc network with
node i having a packet arrival rate of λi packets per sec-
ond, 1 ≤ i ≤ n. Since the node probabilities such as p and τ

depend on a node’s packet arrival rate, the probabilities for
node i are denoted by adding an index i. Let S denote the
normalized channel throughput, i.e., the fraction of time that
the channel is used to successfully transmit user payload.

First, the equations for τi (the probability τ for node i),
1 ≤ i ≤ n, are written in terms of pi, ptr (n−1) and ps(n−1).
Now, the probability of failure pi given that node i transmits
a packet is equal to the probability that at least one of the
other (n − 1) nodes also transmits in the same slot, and can
be written as follows:

pi = 1 −
n∏

j=1,j �=1

(1 − τj ). (10)

The probability that at least one node transmits in an idle slot
is

ptr (n) = 1 −
n∏

j=1

(1 − τj ), (11)

and the probability that a transmitted packet is successful is

ps(n) =
∑n

i=1

(
τi

∏n
j=1,j �=i(1 − τj )

)

Ptr (n)
. (12)

Now, the equations for τi, pi, ptr (n), and ps(n) are solved
simultaneously.

Denoting the average duration of payload by E[P ],

S = ptr (n)ps(n)E[p]

(1 − ptr (n))σ + ptr (n)ps(n)Ts + ptr (n)(1 − ps(n))Tc

,

(13)

where the numerator is the average payload size per slot and
the denominator is the average slot duration. This completes
the throughput analysis.

Note that the model here is applicable to both the basic and
RTS/CTS modes [1]. The only difference is in the expressions
for Ts and Tc in the two modes. The model also covers the
case of multiple packet transmissions without interruption.

4.2. Delay analysis

In this section, the analytical model is used to find the steady-
state expected packet delay at the MAC layer. For simplicity,
it is assumed here that packets arrive at the same rate at all
nodes, but the approach can be generalized to the case of
different arrival rates for the nodes.

In the non-saturation case, the goal is finding the end-to-
end delay, which is defined as the average time from when
a packet enters the MAC layer queue until it is successfully
transmitted. End-to-end delay is denoted by E[Tt ]. In the
case of saturation, the period of time that a packet waits in
the queue is not defined, so only transmission delay will be
calculated. Transmission delay is defined as the time from
when a packet becomes eligible to be transmitted until it is
transmitted successfully. The transmission delay is denoted
by E[Tx]. The saturation transmission delay is equal to the
period of time that a packet (that is ultimately successfully
transmitted) spends in backoff. Recall that nodes stay in back-
off all the time under saturation traffic. So, the transmission
delay is equal to the backoff service time (E[Sb], calculated in
(8)) excluding the term corresponding to dropping a packet,
i.e.,

E[Tx] = E[Sb] − pm+1

[

(m + 1)Tc + σ̄

m∑

i=0

Wi − 1

2

]

.

(14)

The remainder of this section discusses how to find the non-
saturation end-to-end delay. The end-to-end delay consists
of two components: waiting time and service time. Waiting
time is the period of time that a packet waits in the queue
for other packets to be transmitted. Service time is defined as
the time from when a packet begins to be processed until it
is successfully transmitted. Service time includes the actual
transmission period and the time that the channel is sensed
to be idle and the backoff counter decremented. Note that the
time the channel is sensed to be busy and backoff counter is
frozen is considered as part of the waiting time. Let us denote
the average waiting and service times by E[Tw] and E[Tr ],
respectively.
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To find the non-saturation service time, note that when a
packet is generated, it is transmitted without delay if the node
and the channel are both idle. Otherwise, the packet under-
goes the backoff process. If the packet undergoes the backoff
process, the service time is exactly equal to the backoff ser-
vice time E[Sb], but with the average slot time σ̄ replaced by
the exact slot time σ . Let us denote this as E[Sb]|(σ̄=σ ). This
is because the time that the medium is busy while the packet
is in backoff states is captured as part of the waiting time.
If the packet was generated while the node and the channel
were idle, the service time would be Ts in the case of success
and Tc + E[Sb]|(σ̄=σ ) in the case of collision. The probability
of a node being idle is B(IDLE), and the probability of the
channel being idle is the proportion of time that the channel
is sensed to be idle given that the node is idle. So, the node
and the medium are idle with the probability

pidle = B(IDLE)
(1 − pt (n − 1))σ

σ̄
. (15)

Hence, the non-saturation service time can be written as fol-
lows:

E[Tr ] = pidle
[
(1 − p)Ts + p

(
Tc + E[Sb]|(σ̄=σ )

)]

+(1 − pidle)E[Sb]|(σ̄=σ ) . (16)

The average waiting time is the sum of the times it takes
to serve each preceding packet. In order to find the aver-
age waiting time, the whole network is modeled as a virtual
queue to which packets arrive and receive service from the
channel (server). Thus, the network is modeled as an M/G/1
queue with an arrival rate equal to the total rate of arrivals to
the network (nλ). Since the service order is independent of
the packet transmission time, the Pollaczek-Khinchin mean
value formula can be used to find the average waiting time as
follows:

E[Tw] = λnE
[
T 2

b

]

2(1 − λnE[Tb])
. (17)

Here, Tb represents the time that a given packet waits for
another packet to be served. This time consists of the random
backoff period, the collision period, and the successful trans-
mission period. The distribution of Tb, can be found by solv-
ing the state diagram of a node and the fact that the duration of
time that a node resides in each state is known. Due to the lake
of space the details are not presented. In order to find the first
two moments of Tb, its distribution has to be obtained. The
distribution of Tb can be written by conditioning Tb on two
events: (a) the transmitted packet arrived when the node and
the medium are both idle, and (b) either the node is not idle or
the medium is busy when the packet to be transmitted arrived.

The conditional distribution of Tb, given the packet arrived
when the node and the medium are idle, is as follows:

Prob(Tb = Ts) = (1 − p),

Prob

(

Tb = Ts + iTc

2
+ σ

2

i−1∑

j=0

Wj − 1

2

)

= pi(1 − p),

0 < i ≤ m,

Prob

(

Tb = (m + 1)
Tc

2
+ σ

2

m−1∑

j=0

Wj − 1

2

)

= pm+1. (18)

Otherwise, the distribution of Tb is as follows:

Prob

(

Tb = Ts + iTc

2
+ σ

2

i−1∑

j=0

Wj − 1

2

)

= pi(1 − p),

0 < i ≤ m,

Prob

(

Tb = (m + 1)
Tc

2
+ σ

2

m−1∑

j=0

Wj − 1

2

)

= pm+1. (19)

Using the conditional distributions of Tb and the probability
pidle the first two moments of Tb are obtained. After some
algebra, the first moment of Tb can be written compactly as
follows:

E[Tb] = σ

4
(1 − pidle)

[
m∑

i=0

Wip
i − 1 − p(m+1)

1 − p

]

+σ

4
pidle

[

p

m=1∑

i=0

WiP
i − p(1 − pm)

1 − p

]

+(1 − pm+1)

(

Ts + pT
c /2

(1 − p)

)

. (20)

Note that when two or more packets collide, the collision pe-
riod and the following backoff period durations must not be
included more than once in computing Tb for a packet. There-
fore, these durations are divided by the number of colliding
packets, and thus are shared between the colliding packets.
In order to simplify the analysis, it is assumed that every col-
lision involves exactly two packets. This is the reason that
the factor 1/2 appears in the conditional distributions for Tb.
Having both E[Tw] and E[Tr ] allows us to compute the end-
to-end non-saturation average packet delay as:

E[Tt ] = E[Tw] + E[Tr ]. (21)

Note that the delay analysis was performed without consider-
ing the operational mode of the protocol, RTS/CTS or basic
mode.

5. Single-hop network performance results

We now present numerical results that validate the node
model and the throughput and delay analyses. The model
is validated by comparing the predicted results of the model
with simulations. The simulations were done using the Fre-
quency Hopping Spread Spectrum (FHSS) system parame-
ters. The minimum backoff window size (W ) is 32 and m′ is
equal to 5. A summary of FHSS system parameters is shown
in Table 2

The value of m was set to the short messages maximum
retransmission (Short Retury Limit) for RTS/CTS mode, and
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Table 2
FHSS system parameters.

MAC header 272 bits

Physical header (PHY) 128 bits

ACK 112 bits + PHY header

RTS 160 bits + PHY header

CTS 112 bits + PHY header

SIFS 28 µs

DIFS 128 µs

m (Short Retry Limit) 7

m (Long Retry Limit) 4

Slot duration (σ ) 50 µs

Propagation delay (δ) 1 µs

Channel bit rate 1 Mbps

Timeout 300 µs

to the long messages maximum retransmission (Long Retry
Limit) for basic mode. The buffer size was set to a large num-
ber (forty packets in the simulations) in order to approximate
an infinite buffer. The simulation was done for a fixed packet
length (8184 bits).

The throughput simulation results are collected after 80
seconds of operation of the network. The throughput versus
the offered load for RTS/CTS mode is shown in figure 2.
In order to confirm the validity of the model for the case
when the traffic at different nodes is not identical, we show
results for a network in which packets arrive to each user at
a different rate in figures 3 and 4. In these experiments, the
packet arrival rate for each node is selected from a uniform

distribution within the interval shown next to the curves. As
seen in these figures, the capacity in RTS/CTS mode is not
sensitive to the network size, but the capacity of the network
in basic mode decreases with increasing network size. This is
because basic mode throughput is very sensitive to collisions
and increasing the network size increases the probability of
collision. Note that the maximum capacity of basic mode
and RTS/CTS mode are almost the same. Also, observe the
excellent match between analytical and simulation results.

Delay results are shown in figures 5 and 6. Figure 5 shows
the saturation transmission delay versus the network size
for both RTS/CTS and basic modes. Figure 6 shows end-to-
end delay results using analysis and simulation for RTS/CTS
mode. End-to-end delay increases rapidly with network size.
Once again, we notice that the model and simulation results
are very close.

6. Multi-hop network throughput analysis

The network model and assumptions for the multi-hop net-
work analysis are the same as for a single-hop network, except
that in a multi-hop network the final destination of a packet
might not be reached directly and the other nodes can be used
to route the packet to the final destination. In the case of a
multi-hop network, the packets arriving to a node are com-
posed of newly generated packets and transit packets routed
through the node. It is assumed that the total packet arrival
rate at a node (sum of new and transit packet arrival rates) is
known. The transit packet arrival rates can be obtained from
the arrival rate of packets to the network, the traffic distri-
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Figure 3. Throughput vs. network size for different traffic loads: basic mode.
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Figure 4. Throughput vs. network size for different traffic loads: RTS/CTS mode.

bution, and the routing algorithm. It is also assumed that the
total number of nodes is large enough to ignore edge effects
over the service area. We present the analysis for the through-
put assuming that each node’s neighbors are known, and the
packet arrival rates for every node are given. The equations are
written for a given node in the network with n neighbors (i.e.,
number of nodes with which the given node can interfere).

The analysis can be applied to different modes of 802.11
DCF MAC protocol as well as any other ad hoc MAC layer
protocol which satisfies the assumptions of this section. The
analysis is explained for a general ad hoc MAC layer pro-
tocol with known Ts, Tc, and vulnerable period (Tv). The
vulnerable period is the period of communication that is vul-
nerable to interference. If no interference occurs during this
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Figure 6. End-to-end delay vs. the network size for different offered loads: RTS/CTS mode.

period, a successful packet transmission occurs. Destination
here refers to the next hop destination of the packet. The anal-
ysis is simplified by assuming that a collision can only happen
at a destination. The first Tv duration of the first packet from
a source to the destination is vulnerable to interference.

Let us give some examples of MAC protocols which fit
in the above general framework. The basic mode of IEEE

802.11 DCF if collision during ACK transmission is ignored
is an example. The vulnerable period, Tv , is equal to the
data packet duration. Another example is RTS/CTS mode
of 802.11 DCF with busy-tone option. Busy-Tone Multiple
Access (BTMA) is a classical method introduced in [6] as a
natural extension of Carrier Sense Multiple Access (CSMA)
to eliminate the hidden terminal problem completely by mark-



84 ALIZADEH-SHABDIZ AND SUBRAMANIAM

ing the channel busy during the entire time of communication
[7].

To generalize the multi-hop network analysis to any MAC
protocol within the above framework, let us refer to the first
message which is transmitted by a source to initiate commu-
nication as MSG1, and the first message by the destination
to confirm the establishment of communication as MSG2.
MSG1 and MSG2 correspond to RTS and CTS, respectively,
in RTS/CTS mode, and data packet and ACK, respectively,
in basic mode.

Given each node’s neighbors and their packet arrival rates,
the equations are written for a given node in the network. Let
us refer to this node as node S. Let us assume that node S has
n neighbors, where a neighbor is a node with which S can
interfere, and vice versa. The corresponding parameters of
each neighbor are denoted by adding an index i, 1 ≤ i ≤ n.

In the multi-hop network model, transmissions from a
node are assumed to cause interference at other nodes within
a circle of radius r centered on the node. The transmission
range of a node is no larger than the interference range and
is given by αr , where 0 < α ≤ 1, i.e., a node’s transmission
may be addressed to any node within a circle of radius αr

centered on the node. Here, α is a parameter that is dependent
on the physical channel. Note that the transmission range only
impacts the selection of the next node on the route to the final
destination, and it is the interference range that affects channel
and packet transmission status. (Therefore, α does not occur
in the various probabilities calculated later.)

The area in which the transmission causes interference is
referred to as the interference area of a node, and the area
with acceptable SNR reception is called the receiving area.

In multi-hop networks, source and destination do not cover
the same area as shown in figure 7, unlike the identical cov-
erage in single-hop networks. In this paper, the part of a des-
tination interference area which is not exposed to the source
is called the “Rx exclusive area,” and the intersection of the
source and destination interference areas is denoted by C.
These areas for a source (node S) and the destination (node
D) are shown in figure 7. Nodes in the Rx exclusive area do
not detect the initiation of communication by the source until
the destination reacts to it. Let us denote the ratio of the aver-
age number of nodes in the Rx exclusive area to the number
of nodes in the interference area by �. If the number of nodes
in the Rx exclusive area of node S and node D is denoted by
N (S,D), � can be written as follows:

� = Ei[N (S, i)]

n
. (22)

Here, the probability of N (S, i) is equal to the probability
of node S transmitting an arbitrary packet to a neighboring
node i, and is a function of both the traffic and the routing
algorithm.

If the next hop destination node is selected from the neigh-
bors with equal probability and α = 1, the value of � is de-

Figure 7. Example of a transmitter and a receiver in a multi-hop network.

noted by �0 and can be found as:

�0 =
1
n

∑n
i=1 N (s, i)

n
= avgi[N (S, i)]

n
, (23)

in which, 1
n

∑n
i=1 f (i) is denoted by avgi[f (i)]. This notation

is also used later to simplify the equations.
As mentioned earlier, the analysis consists of finding

p, ptr (n), and ps(n) for the arbitrary transmitting node S
which has n neighbors. The computation of these probabil-
ities is discussed in the next three sub-sections. Following
this, the evaluation of the throughput will be discussed.

6.1. The probability of failure (p)

Let us now proceed with finding the probability of failure, p,
given that the node transmits a packet. The reader is referred to
7. Given that node S initiated communication by transmitting
MSG1 in a given slot, the transmission will be successful
if and only if all of the following events happen: (1) No
node in the Rx exclusive area is involved in communication;
otherwise, the destination’s channel would be marked as busy.
(2) No MSG1 transmission is in area C in the given slot. (3)
No MSG2 transmission is in area C in the given slot, given that
there was no MSG1 transmission in the source’s interference
area. (4) No MSG1 transmission is in the Rx exclusive area
during the vulnerable period (of duration Tv). (5) No MSG2
transmission is in the Rx exclusive area during the vulnerable
period given that there was no MSG1 transmission in that
area.

Let us refer to the above events as event1 to event5, and
their corresponding probabilities as p-event1 to p-event5, re-
spectively. p-event1 through p-event5 are found next.
p-event1: p-event1 is equal to the probability that all the
nodes in the Rx exclusive area are silent (i.e., not involved
in communication). Let us denote the probability of node i
being silent by pnsi. Not all the nodes in the Rx exclusive
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area have opportunity to get involved in communication and
not all of them sense an idle channel at the same time as
the destination. There is a percentage of nodes in that area
which marked their channel busy because of activities outside
the destination interference area. Let us denote the average
number of nodes in the Rx exclusive area which sense an idle
channel at the same time as the destination does by nr·nr is
determined later. (Here and in the rest of the analysis, the
averaging is done over the next hop destination by assuming,
for simplifying reasons, that each neighbor is equally likely
to be the next node selected.) In summary, p-event1 is the
probability that nr nodes in the Rx exclusive area are silent. ,
and is written as follows:

p-event1 = (avgi[pnsi])
nr . (24)

p-event2 and p-event3: p-event2 is equal to the probability
that no node in area C transmits MSG1 in the given slot. The
probability of no MSG1 transmission by a node i in area C in
the given slot is (1 − τi).

Let us elaborate on p-event3, the probability of no MSG2
transmission in the given slot, given that there was no MSG1
transmission in area C. An MSG2 transmission in area C
cannot be a response to an MSG1 transmission that was orig-
inated in area C, otherwise the channel would be busy and
event2 would not have occurred. We are interested in the
cases where a node in area C (such as U in figure 7) responds
to MSG1 (from a node such as W), which was not sensed
by node S. Therefore, node S has to be in the Rx exclusive
area of the node that is transmitting MSG2 (node U) in the
same slot as node S. If we consider all the MSG2 transmis-
sions in the interference area of node S, only a fraction � of
nodes on average meet this criterion. The probability of an
MSG2 transmission is equal to the probability of a successful
MSG1 transmission, which is τi(1 − pi). Now, the proba-
bility of MSG1 transmission by neighbors of node U (such
as node W) is approximated by the probability of transmis-
sion of node U itself. Therefore, the probability of no MSG2
transmission by a node i in area C in the same slot that node
S is transmitting MSG1 is equal to (1 − τi(1 − pi))�i .

The last step in the calculation of p-event2 and p-event3
is finding the number of nodes with idle channels in area C
which participate in the above calculation. The number of
nodes with an idle channel in area C is approximated as the
total number of nodes in area C, (1−�)n. This approximation
is based on the fact that area C falls inside the source and the
destination interference areas, and no node in these areas can
be involved in communication. So, a large area surrounding
the area C is idle, and as a result the probability that a node
in area C senses a busy channel, because of activities outside
area C, is negligible. Therefore, p-event2 and p-event3 are
written as follows:

p-event2 = (avgi[(1 − τi)])
(1−�)n,

p-event3 = (avgi[(1 − τi + τipi)
�i ])(1−�)n . (25)

p-event4 and p-event5: Lastly, p-event4 and p-event5 are
obtained in a similar way as p-event2 and p-event3. The prob-
ability of having no MSG1 transmission by a node i in the Rx
exclusive area in a slot (of duration σ ) is (1 − τi). Thus, the
probability that no node in the Rx exclusive area transmits
MSG1 over a duration Tv is written as:

p-event4 = (avgi[(1 − τi)])
nr

Tv
σ . (26)

Let us now find p-event5, the probability of having no
MSG2 transmission by a node i in the Rx exclusive area over
a duration Tv , given that there was no MSG1 transmission
in that area. An MSG2 transmission in the Rx exclusive area
cannot be a response to an MSG1 transmission that originated
in the Rx exclusive area, otherwise the destination channel
would be busy. Therefore, using the same analogy as in the
calculation of p-event2 and p-event3, the fraction � of nodes
with an idle channel in the Rx exclusive area has to be consid-
ered. Not all the nodes in the Rx exclusive area sense an idle
channel at the same time as the source and destination nodes.
Recall that the average number of nodes in the Rx exclusive
area that sense an idle channel at the same time as the node S
is denoted by nr . Thus,

p-event5 = (avgi[(1 − τi + τipi)
�i )nr

Tv
σ . (27)

The transmission is successful if all of the five events
happen. Therefore, the probability of failure is:

p = 1 − (avgi[(1 − τi)(1 − τi + τipi)
�i ])(1−�)n

× (
avgi[(1 − τi)(1 − τi + τipi)

�i ]
)nr

Tv
σ

×(avgi[pnsi])
nr (28)

The underlying independence assumptions used to calcu-
late p imply that the nodes in area C are observing the same
channel condition, and nr nodes in the Rx exclusive area are
also observing the same channel condition. These are valid
assumptions as discussed before. It is also assumed that each
of the nr nodes in the Rx exclusive area being silent is inde-
pendent of the others.

6.2. The probabilities ptr and ps

The probability ptr : The probability that node S sees a busy
slot, ptr , is one minus the probability that node S sees an idle
slot. Node S sees an idle slot if both of the following events
happen: no node with an idle channel in the interference area
transmits MSG1 (including node S itself), and no node with
an idle channel transmits MSG2 given that the corresponding
MSG1 has not been seen by node S. Otherwise, the channel
would be busy because of the MSG1 transmission. In the
second event, the fact that node S is exposed to MSG2 without
sensing the corresponding MSG1 means that node S has to be
in the Rx exclusive area of the communication, and therefore,
the fraction � of nodes has to be considered. The probability
of no MSG2 transmission by a neighbor (such as U) given
that the corresponding MSG1 (by a node such as W) has not



86 ALIZADEH-SHABDIZ AND SUBRAMANIAM

been seen by node S is (1− τi(1−pi))�i , as in the calculation
of p-event2. The probability of no MSG1 transmission by a
node i is (1 − τi). If node S senses an idle channel, not all
the nodes in its interference area sense an idle channel at the
same time. Let us denote by na the average number of nodes
in the interference area of node S that sense an idle channel
at the same time as node S. na will be found later. Hence, ptr

can be written as follows:

ptr = 1 − (1 − τ )
(
avgi[(1 − τi)(1 − τi + τipi)

�i
)na (29)

The independence assumption used to calculate ptr is based
on the fact that na nodes in the interference area observe the
same channel condition. Note that only MSG1 transmission
by node S has been considered in ptr calculation and not
MSG2 transmission. This is because the MSG2 transmission
by node S has to be a response to an MSG1 which is originated
in the receiving area of node S, and the corresponding MSG1
would have made the channel busy.
The probability ps : Let us now find the probability that
node S observes a successful slot, given that it observes a
busy slot. A slot is successful when the node is exposed to
at least one successful transmission by a source, or when
the node is not exposed to a source but it is exposed to at
least one successful reception by a destination, or when the
node itself transmits a packet successfully. Let ps1 be the
probability that there is at least one successful transmission in
the node’s interference area, given that at least one node in the
interference area is involved in communication. Let ps2 be the
probability that there is at least one successful transmission in
the node’s interference area, given that at least one node in the
interference area is involved in communication. Let ps2 be
the probability that there is at least one successful reception
in the node’s interference area, given that the node is not
exposed to a source and it senses a busy slot. The probability
that a node i successfully transmits in a slot is τi(1 −pi), and
since the node itself and on average na neighbors participate
in generating a busy slot,

Ps1 = 1 − (1 − τ (1 − p))(avgi[(1 − τi(1 − pi))])na

ptr
(30)

The probability that a node i successfully receives in a slot
is τi(1 − pi). In order to eliminate the cases that node S is
exposed to both receiver and transmitter, only those cases in
which node S is in the Rx exclusive area of a communication
have to be considered; thus only the fraction � of successful
receptions must be considered. Thus,

ps2 = �
1 − (avgi[(1 − τi(1 − pi))])na

ptr
(31)

Note that successful transmission of node S has been con-
sidered in the calculation of ps1, but successful reception of
node S has not been considered in the calculation of ps2,
since successful reception of node S corresponds to the case
that a node in the receiving area of node S is successfully
transmitting a packet.

6.3. Durations of success and collision periods (Ts and Tc)

There might be two or more neighbors independently initiat-
ing a communication, and their transmissions might overlap
in time. Therefore, the lengths of successful (Ts) and collision
slots (Tc) are not necessarily the same as a single successful
or collision transmission. Any transmission or reception in
the interference area is sensed by a fraction (1−�0) of neigh-
bors on average, so the other �0 fraction of neighbors might
initiate communication and create an overlapping situation.
The reader is referred to figure 8. For node S that has a neigh-
bor that is involved in communication (e.g., node A), there
are neighbors (e.g., node K) who do not get exposed to com-
munication and can start independent communication during
the first transmission. Let us denote the duration of a single
successful and collision transmission by Ts0 and Tc0, respec-
tively. A successful slot is defined as the duration of time
that the channel is busy and at least one successful trans-
mission occurred in that period. A collision slot is defined
as a busy period caused by one or more collisions with no
successful transmission during that period. In order to calcu-
late the lengths of the busy slots, let us ignore overlapping
of more than two transmissions. This is a valid assumption
for most network configurations, since the activity of one
neighbor marks the channels of a fraction 1 − �0 of nodes
in the interference area as busy, on average. For example, the
average value of �0 can be calculated to be 0.4135 (the value
of �0 is found from equation (23)), if neighbors are randomly
positioned in the interference area. From a given node’s per-
spective the duration of successful or collision slot might be
extended because of another successful or collision slot, and
therefore four different scenarios are distinguished, as shown
in figure 8. The scenario in which a collision slot is extended
because of a second collision slot needs to be considered in
the Tc calculation, and the other three scenarios are part of the
Ts calculation. If overlapping of more than two transmissions
is ignored, the average success and collision slot durations
can be calculated as the sum of one transmission’s duration
and the average extension due to the second transmission.
Thus,

Ts = Ts0

2
[1 − (avgi[(1 − τi(1 − pi))])

�0n]
Ts0

σ̄

+ Tc0

2
[1 − (avgi[(1 − τi(1 − pi))])

�0n]
Ts0

σ̄

+ Tc0

2
[1 − (avgi[(1 − τipi)])

�0n]
Tc0

σ̄
Ts0,

Tc = Tc0

2
[1 − (avgi[(1 − τipi)])

�0n]
Tc0

σ̄
+ Tc0 (32)

Here, the average extension is equal to half the length of
the second transmission multiplied by the probability of its
occurrence. The probability of the occurrence of a second
successful transmission during a successful slot is equal to
the probability that the other �0 fraction of neighbors has at
least one successful transmission during the Ts0 period. A
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Figure 8. Four different scenarios of overlapping successful and collision slots in a multi-hop network.

collision slot followed by a successful slot is captured in the
second term of (32), which is the average extension multiplied
by the probability that a �0 fraction of neighbors has at least
one successful transmission during the first collision slot.
Extension of a successful slot due to a second collision is
calculated in the third term of (32). The second collision has
to occur during the last Tc0 period of the first successful slot in
order to affect the length of the busy slot, and the probability
of a collision slot is τp. Extension of a collision slot due to a
second collision is found the same way as explained above.

6.4. Throughput calculation

The nodal throughput can be found in the same way as in a
single hop network. Hence, the node throughput is

Snode

= τ (1 − p)E[P ]

ptr[ps1Ts + ps2Tr + (1 − ps1 − ps2)Tc] + (1 − ptr)σ
.

(33)

The denominator is the average slot time, σ , from node S’s
point of view. Here, Tr is the duration that the channel is
marked busy by a destination node while receiving a packet.
The destination marks the channel busy a time Tv after the
initiation of communication. Hence, Tr = Ts − Tv .

During the multi-hop throughput analysis description,
three parameters, viz., na, nr , and pns, were introduced. These
are obtained now.
The probability pns: The first step in calculating pns is find-
ing the probability that a neighbor marks the channel busy,
denoted by pnb. The probability pnb can be expressed as the

ratio

pnb = The average busy period made by a neighbor

The average duration of a slot
(34)

The numerator is the sum of the average period that a neighbor
marks the channel busy as a source, and the period that a
neighbor marks the channel busy as a destination, given that
the corresponding source was not in the neighborhood. A
node i transmits successfully with the probability τi(1 − pi),
transmits and experiences collision with the probability τipi ,
and receives successfully with the probability τi(1−pi). The
duration of time that the channel is marked busy during a
successful reception is Tr0 = Ts0 − Tv . Note that a fraction
� of receptions has to be considered on average in order to
exclude the cases that a source and the destination are both
in the interference area. Hence, (34) becomes

pnb = τ (1 − p)Ts0 + τpTc0 + �τ (1 − p)Tτ0

σ
(35)

Let us define �1 as the average interference area of a node
(within the Rx exclusive area) excluding the source’s inter-
ference area, normalized to the node’s interference area. �1

is visualized for node I in figure 7. We multiply pnb by �1 in
order to eliminate cases of communication with nodes within
the interference area of node S, and write pns is as follows:

pns = 1 − �1pnb. (36)

The number of nodes na: In a multi-hop network, a node
and its neighbor may or may not detect an idle channel at the
same time. Recall that na is defined as the average number of
nodes in the interference area of a node S that sense an idle
channel at the same time as S. na is written as follows:

na = (n − 1)(avgi[(pnsi)])
�0n, (37)
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where n − 1 is used to exclude the node itself.

The number of nodes nr : We finally calculate nr , which is
the average number of nodes in the Rx exclusive area which
sense an idle channel, given that the source and the destination
channels are idle. Let us define �2 as the average interference
area of a node within the Rx exclusive area excluding the
source’s and the destination’s interference areas, normalized
to a node’s interference area. �2 is visualized for node I in
figure 7. Then, nr can be written as follows:

nr = �n(avgi[(pnsi)])
�2n. (38)

The multi-hop network analysis is completed after finding
�1,�2, �, and �0. The value of �1,�2, �, and �0 are found
as functions of the interference area, the receiving area, and
the spatial distribution of destination nodes in the receiving
area. If the distribution of destination nodes in the receiving
area can be expressed analytically, these parameters can be
found analytically as well. Otherwise, they have to be found
empirically.

7. Multi-hop network performance results

We now present numerical results to validate the multi-hop
network analytical model for throughput. Throughput here
refers to the MAC layer throughput. Network layer through-
put may be obtained from the MAC layer throughput if the
average number of hops is known. All the simulation pa-

rameters are the same as for the single hop network, except
parameters explicitly mentioned here, which are multi-hop
specific. RTS/CTS mode of 802.11 DCF with busy-tone is
used as the MAC layer protocol. The interference area and
receiving area are assumed to be the same.

The multi-hop model validation has been done for two
different routing algorithms, Most Forward within radius R
(MFR) [8] and Random Forward within radius R (RFR) rout-
ing algorithm. In the MFR routing algorithm, the next hop
is selected in such a way that progress toward the final des-
tination is maximized. Progress here is defined as the length
of the projection of the vector connecting the source to the
next hop node onto the vector connecting the source to the
final destination. This algorithm results in the shortest-path
(in terms of number of hops) in most cases, which is the ba-
sis for the most suited routing algorithms for mobile ad-hoc
networks such as AODV and DSR. In the RFR routing algo-
rithm, if the destination is not an immediate neighbor of the
source, then the next hop node is selected randomly between
the nodes with positive forward progress.

In order to validate the model, a 40 node network was
considered, in which the nodes were randomly positioned in
a square coverage area with a given transmission radius. The
simulation was run for 20 seconds. Given the node positions
and the routing algorithm, the arrival rate of transit packets,
and hence, the total packet arrival rate can be found. The
model can now be applied because we are given the neighbors
of each node and the packet arrival rate at each node. The
results are shown in figures 9 and 10. The numbers next
to the curves indicate the (measured) average neighborhood
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Figure 9. Throughput per node vs. new packet arrival rate: MFR routing.
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Figure 10. Throughput per node vs. new packet arrival rate: RFR routing.

size. We note that the analytical and simulation results are
reasonably close to each other, and that the analytical model
is able to accurately predict throughput trends.

Note that we have presented the analysis for a network
for which each node’s neighbors and every node’s arrival
rates are exactly specified. As remarked earlier, one may
perform an average-case analysis for a network in which
the nodes are randomly distributed over a given area, for
example, uniformly distributed. In such a case, the quantities
� and �0 may be found analytically, rather than empirically.
We have also applied our model to conduct such an average-
case analysis and have verified the results against simulation
results. Those are not presented here.

8. Conclusions

Analytically modeling the performance of ad hoc networks
is of great current interest. There exists some work on an-
alytically computing the throughput of saturated single-hop
networks. Ad hoc networks are not expected to operate near
saturation, and it is important to obtain the performance un-
der given, arbitrary traffic conditions. An example of when
this would be useful is in the performance comparison of two
different routing algorithms that result in different traffic con-
ditions. We are unaware of a complete analytical model that
is applicable under non-saturating and varying traffic loads,
and to multi-hop networks based on CSMA/CA protocols.

In this paper, an analytical model is presented for single-
hop and multi-hop ad hoc networks. The model can be ap-
plied to any multi-hop and single-hop ad hoc network as well
as different modes of the 802.11 MAC protocol with some

reasonable assumptions. Using the model, we evaluate the
throughput for single-hop and multi-hop networks, and de-
lay for single-hop networks analytically. Comparisons with
simulation results demonstrate the model’s accuracy.
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